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Using recent calibrations of the absolute magnitudes and temperatures and modem model atmospheres, six 
parameters of early-type stars have been computed. These parameters are the absolute luminosity, the radius, 
the flux of Lyman continuum photons, the excitation parameter, the fraction of the total energy emitted in the 
Lyman continuum, and the ratio of the total luminosity of the stars to the expected Lyman-alpha luminosity. 
The calculations have been performed for spectral types from B 3 to 04 and for zero-age main sequence (ZAMS) 
stars, dwarfs (V), giants (HI), and supergiants (I). Some of the above listed parameters have been computed 
also for central stars of planetary nebulae. A critical comparison with previous calculations is made. A brief 
discussion about the interpretation of the radio and infrared observations of Hu regions and planetary nebulae 
is also presented. 

INTRODUCTION 

RECENTLY from a set of homogeneous observa- 
tional data, new absolute magnitude (Conti and 

Alschuler 1971) and temperature (Conti 1973) scales 
for O-type stars have been derived. The temperature 
scale has been obtained by comparing the optical line 
strengths with those predicted by NLTE model 
atmospheres calculations (Auer and Mihalas 1972), 
which, according to the authors, are to be regarded as 
quantitatively reliable. Therefore it is worthwhile now 
to derive a complete set of the main physical parameters 
of the early-type stars, which are consistent either with 
the refined observational results or with the best 
available stellar atmosphere models. 

The calculations have been performed for zero-age- 
main-sequence stars (ZAMS), dwarfs (V), giants (III) 
and supergiants (I), and cover the range of spectral 
types from 04 to B3. The computed parameters of 
each star are the absolute luminosity, the radius, and 
four quantities which concern a possible nebulosity 
surrounding a star, namely, the flux of Lyman-con- 
tinuum photons, Yl, the corresponding excitation 
parameter, U, the fraction of the energy emitted in the 
Lyman continuum, P, and the ratio of the total 
luminosity of the star to the expected Lyman-alpha 
line luminosity, 

A discussion about the implications of the present 
results on the interpretation of the observations of H n 
regions is presented in the last section. Some parameters 
of the nuclei of planetary nebulae are also derived and 
their implications are discussed. 

I. THE BASIC DATA 

A. Absolute Visual Magnitudes 

Conti and Alschuler (1971) derived an Tfy-spectral 
type calibration for O-stars, which ranges from 04 to 
09.5 for ZAMS and supergiant stars, and from 06.5 to 
09.5 for dwarfs and giants. They also estimated the 
probable deviation from the average values to be about 
±0.5 mag. Bearing this in mind, their compilation can 
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be considered to be in good agreement with that of 
Walborn (1972), even if some differences are present. 
On the other hand, Conti (1973) from the same set of 
observations, derived a temperature scale for the O-stars 
which is needed to obtain all the other parameters. 
Therefore, in order to minimize the errors arising from 
the use of a nonhomogeneous set of data, the Conti 
and Alschuler’s calibration has been adopted here. 
The values up to 04 for dwarfs and giants have been 
obtained by interpolation over the corresponding 
values of the other luminosity classes, also taking as a 
reference Walborn’s calibration. 

The absolute magnitudes of ZAMS B-stars are those 
given by Morton and Adams (1968). For the other 
luminosity classes, the absolute magnitudes have been 
derived combining the compilations of Blaauw (1963), 
Schimdt-Kaler (1965) and Walborn (1972). The adopted 
values are shown in Table I. 

B. The Temperatures 

The temperature scale adopted here is based on 
Conti’s calibration for O-type stars (Conti 1973) and 
that of Morton and Adams (1968) for the B-type 
stars. As pointed out by Conti, his temperature scale 
for O-type stars is not very dissimilar from most of the 
scales derived by other authors on different bases. 
Conti’s temperature scale has been obtained from an 
accurate comparison of the strengths of lines sensitive 
to NLTE effects with those predicted from NLTE 
model atmospheres (Auer and Mihalas 1972). These 
models are indeed able to account for most of the 
apparent discrepancies introduced by LTE analyses 
of the spectra. Therefore, the temperature scale of Conti 
anc be regarded as reliable. 

As the two scales for ZAMS stars fit smoothly with 
each other (Conti 1973) no adjustments are needed. 

To complete the temperature scale over all the 
spectral types and the luminosity classes, the following 
assumptions have been made : 

(i) The temperature of the dwarfs (V) is the same 
as that of ZAMS stars; 
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Table I. Temperatures, Absolute Magnitudes, Luminosities, and Radii. 

SP ZAMS-V 
Teff 
III I 

Mv 
ZAMS V III 

logL/Lo 
ZAMS V III I 

logR/Ro 
ZAMS V III I 

04 
05 
05.5 
06 
06.5 
07 
07.5 
08 
08.5 
09 
09.5 
BO 
BO. 5 
B1 
B2 
B3 

50 000 
47 000 
44 500 
42 000 
40 000 
38 500 
37 500 
36 500 
35 500 
34 500 
33 000 
30 900 
26 200 
22 600 
20 500 
17 900 

47 500 
44 500 
42 500 
40 000 
38 000 
36 500 
35 500 
34 500 
33 500 
33 000 
31500 
29 300 
25 000 
21500 
19 500 
17 000 

45 000 
42 000 
40 000 
38 000 
36 000 
35 000 
34 000 
33 000 
32 000 
31000 
30 000 
28 000 
23 600 
20 400 
18 500 
16 100 

-6.1 
-5.6 
-5.2 
-4.9 
-4.5 
-4.2 
-4.1 
-3.9 
-3.8 
-3.7 
-3.6 
-3.3 
-2.8 
-2.3 
-1.9 
-1.1 

-6.1 
-5.8 
-5.5 
-5.3 
-5.0 
-4.8 
-4.6 
-4.5 
-4.4 
-4.3 
-4.2 
-4.0 
-3.5 
-2.9 
-2.5 
-1.7 

-6.3 
-6.0 
-5.8 
-5.6 
-5.5 
-5.5 
-5.5 
-5.5 
-5.5 
-5.5 
-5.5 
-5.0 
-4.3 
-3.8 
-3.6 
-3.1 

-6.5 
-6.4 
-6.3 
-6.3 
-6.3 
-6.3 
-6.4 
-6.5 
-6.6 
-6.7 
-6.7 
-6.6 
-6.6 
-6.6 
-6.8 
-6.8 

6.11 
5.83 
5.60 
5.40 
5.17 
5.00 
4.92 
4.81 
4.73 
4.66 
4.58 
4.40 
4.04 
3.72 
3.46 
3.02 

6.11 
5.92 
5.74 
5.56 
5.37 
5.24 
5.11 
5.05 
4.97 
4.90 
4.82 
4.68 
4.31 
3.95 
3.70 
3.24 

6.12 
5.93 
5.78 
5.63 
5.50 
5.45 
5.41 
5.38 
5.35 
5.34 
5.30 
5.03 
4.57 
4.27 
4.09 
3.75 

6.13 
6.00 
5.89 
5.82 
5.75 
5.72 
5.73 
5.74 
5.75 
5.76 
5.73 
5.63 
5.48 
5.32 
5.28 
5.20 

1.18 
1.10 
1.03 
0.98 
0.91 
0.86 
0.84 
0.81 
0.79 
0.78 
0.78 
0.74 
0.71 
0.68 
0.63 
0.53 

1.18 
1.14 
1.10 
1.06 
1.01 
0.98 
0.94 
0.93 
0.91 
0.90 
0.90 
0.88 
0.85 
0.79 
0.75 
0.64 

1.23 
1.20 
1.16 
1.14 
1.12 
1.13 
1.13 
1.14 
1.15 
1.16 
1.18 
1.11 
1.02 
1.00 
0.99 
0.94 

1.29 
1.28 
1.27 
1.28 
1.29 
1.30 
1.33 
1.36 
1.39 
1.42 
1.44 
1.45 
1.52 
1.57 
1.63 
1.71 

(ii) For supergiants with spectral type earlier than 
06.5 and later than 09.5, the temperature is 0.9 times 
that of the ZAMS stars with the same spectral type. 
This relationship reproduces very well the available 
values in Conti’s calibration and should give the 
appropriate temperatures for the other spectral types ; 

(iii) The effective temperatures of giants (III) have 
been taken as 0.95 times the temperature of ZAMS 
stars with the same spectral type. 

The adopted values are summarized in Table I. 

II. COMPLEMENTARY THEORETICAL DATA 

A. The Bolometric Correction 

To derive the bolometric correction, three sets of 
model atmospheres are available in the literature, 
namely : 

(i) LTE unblanketed models (Mihalas 1969, Hum- 
mer and Mihalas 1970b) ; 

(ii) LTE blanketed models (Hickock and Morton 

Fig. 1. Bolometric correction as a function of the temperature. 
The dots indicate the values from actual model atmospheres. 

1968, Bradley and Morton 1969, Van Citters and 
Morton 1970) ; 

(iii) NLTE unblanketed models (Auer and Mihalas 
1972). 

A comparison of these models with each other leads to 
the following results : 

(1) For a given set of models, the optical fluxes 
remain the same, within a few percent, when the 
gravity is changed; 

(2) When the blanketing oí UV lines is not included 
[sets (i) and (iii)], the optical fluxes are essentially 
the same, either with or without the LTE assumption; 

(3) The blanketed models give optical fluxes which 
are systematically higher than those of the unblanketed 
models. 

It is then possible to conclude that the model atmo- 
spheres of Morton and co-workers should provide the 
best available prediction of the actual optical fluxes. 
Furthermore, the effect of changing the gravity can be 
regarded as completely negligible in this context. 
Therefore, the bolometric corrections derived by 
Morton (1969) and Van Citters and Morton (1970) 
have been adopted for all the luminosity classes. The 
resultant curve BC versus logoff is shown in Fig. 1. 

B. The Lyman-Continuum Photon Flux 

The number of photons of the Lyman continuum 
coming from a square centimeter of stellar surface per 
second, Al0, is defined by 

Al°= (i) 

where vo is the frequency at the Lyman edge and F(v) 
is the energy flux. The integration is extended up to 
infinite frequency (although a photon with v> LSOS^o 
may be absorbed by neutral helium, almost every 
subsequent recombination of helium leads finally to the 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 



19
73

A
J 

 7
8.

 . 
92

 9
P 

EARLY-TYPE STARS 931 

emission of one photon which is able to ionize hydrogen 
but not helium). Here a comparison of the various 
sets of model atmospheres is worthwhile. The values of 
AT0 for the NLTE models of Auer and Mihalas (1972) 
as well as those of the LTE blanketed models with 
logg =3.5 (Bradley and Morton 1969) have been 
obtained by integrating over the published fluxes, 
while the other values have been taken directly from 
the papers (Morton 1969, Van Gitters and Morton 
1970, Hummer and Mihalas 1970a). The NLTE 
models with logg ranging from 3.3 to 3.5 have been 
assumed to be representative of a unique class of 
atmospheres. The resulting curves logAT0 versus 
logTeff are shown in Fig. 2. For reference the curve 
corresponding to black body emitters is also shown. 
It is immediately clear that a black body spectrum 
would provide too high an estimate of the ionizing flux 
for all but the highest temperatures. 

The main points which arise from a comparison of the 
various sets of calculations are the following : 

(i) For logg=4 the NLTE models give ionizing 
fluxes which are greater than the corresponding values 
of the LTE unblanketed models but are smaller than 
those of the LTE blanketed models. These differences, 
which at the lowest temperatures are conspicuous, are 
decreasing as the temperature increases and all the 
values are virtually the same for temperatures above 
40 000°K. This means that for this value of gravity 
the blanketing effects oí UV lines is dominant over the 
NLTE effects, both becoming smaller and smaller as 
the temperature increases ; 

(ii) For logg=3.3-3.5 the behavior is reversed: in 
this case the NLTE models are those which give the 
highest fluxes of ionizing photons. In fact, a lower 
gravity implies a lower average density in the atmo- 
sphere and it is not surprising that the NLTE effects 
are now dominant; 

(iii) At the highest temperatures all the models 
tend to give almost equal values; also they are nearly 
coincident with the black-body curve. 

Conti (1973) found that logg—4 and logg—3.4 
should be appropriate for dwarfs and super giants, 
respectively. Therefore, the results of Morton and 
co-workers up to reff= 37 500°K and those of Auer and 
Mihalas for reff>37 500°K and for logg=4 have been 
adopted to match the Nir-TQii relationship of ZAMS 
and class V stars, while Auer and Mihalas’ curve for logg 
= 3.3-3.5 has been taken as representative of the super- 
giant stars. For temperatures higher than 40 000°K, 
the curve for supergiants has been extrapolated taking 
the black-body curve as an asymptotic limit, while for 
temperatures lower than 30 000°K, the curve has been 
assumed to be a straight line in the logarithmic plot 
joining the ZAMS point at Teii= 14 400°K. As no finer 
grids of model atmospheres are available, the curve 
appropriate for giants has been assumed to be merely 
intermediate, at half-way in the logarithmic plot, 

Fig. 2. The logarithm of the Lyman continuum flux (photons/ 
cm2s) versus the logarithm of the temperature. Circles denote 
supergiant star models and dots main-sequence star models. 
Continuous lines connect the values from Auer and Mihalas 
(1972) models, short-dashed lines those from Morton and co- 
workers calculations, and long-dashed lines those from Mihalas 
(1969) and Hummer and Mihalas (1970a) models. For comparison, 
the line of a black-body spectrum is also drawn as a dashed-dotted 
line. 

between those of the main-sequence stars and the 
supergiants. 

It is to be noted that the values adopted here are the 
highest resulting from model atmosphere calculations 
but still they may be somewhat underrated. In fact, an 
ideal NLTE blanketed model should have a Lyman- 
continuum flux higher than that of an LTE unblanketed 
model due to both the blanketing oí UV lines and the 
NLTE effects on the Lyman-continuum opacity. As 
the models available in the literature have been 
constructed neglecting at least one of these effects, the 
computed Lyman continuum fluxes are underestimates. 
However, judging from Fig. 2, the “correct” fluxes 
should be higher by at most 10% or 20% (by even less 
at the highest temperatures). Furthermore the fluxes 
of Morton’s models should be corrected to allow for a 
helium to hydrogen ratio of 0.10 instead of 0.15. This 
correction would have the effect of increasing the 
ionizing photon flux, and it should be about 15% 
(Rubin 1969) or even smaller (Van Gitters and Morton 
1970). 

Finally, the possibility that the atmospheres may be 
extended should be taken into account. Cassinelli’s 
calculations (1971) indicate that this effect could 
increase the Lyman continuous radiation sizeably, 
even by more than 50%, as compared with plane- 
parallel models. However, extended atmospheres 
could be a common phenomenon only for the hottest 
and brightest stars, that is the Of’s and some of the 
supergiants. 

In the present context I conclude that the adopted 
values are fairly reliable, but may be slightly under- 
estimated. 
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III. THE DERIVED PARAMETERS 

With the values oí Mv and T^u given in Table I 
and the bolometric corrections discussed in Sec. IIA, 
it is possible to derive two stellar parameters, namely, 
the absolute luminosity and the radius. The formulae 
are 

\ogL/Lo = -r0.4(MF-50+1.888, (2) 

log5/5o = 0.5 logL/Lo-2 log(Teff/lO4)-0.473. (3) 

The bolometric magnitude of the Sun has been assumed 
to be 4.72 and the radius of the Sun, 6.960X1010 cm 
(Allen 1963). The results are summarized in Table I. 

Four other parameters can be derived, which are 
more strictly connected with the radiation from a 
nebulosity associated with a hot star, namely, the 
total flux of ionizing photons, AT, the corresponding 
excitation parameter, U, the fraction of the radiation 
emitted shortward of the Lyman edge, P, and the ratio 
of the total stellar luminosity to the expected Lyman- 
alpha luminosity, a^. 

The corresponding formulae are 

N1= 4ctR2N i? Photons/sec; (4) 

r Nl I" 
t/=2.01X10~19   pc cm“2; (5) 

Lß-ßJ 

P= (6) 

O-Teff4 

NiPhvÇLy—a) 
(7) 

In formula (5), (ß—ßi) represents the recombination 
rate to the excited levels of hydrogen; it has been 
assumed to be 3.43X10-13, which corresponds to an 

electron temperature Te— 7000°K. To obtain the values 
for re=5000oK and 10 000°K, it is sufficient to divide 
(re=5000oK) or multiply (Te= 10 000°K), the present 
values of U by sl factor 1.0976. 

For the calculations of Py by means of formula (6), 
the same selection of stellar atmosphere models as 
discussed in Sec. IIB has been adopted. 

Formula (7), which gives the ratio of the total 
luminosity to the Ly-a luminosity, corresponds to the 
assumption that all thé recombinations to the excited 
levels lead to an emission of a Lyman-alpha photon. 
This is true only when the density is much higher than 
104 cm-3. To get the correct value of a for any value 
of , the proton density, the finite probability that a 
recombination to the 2-level leads to a two-photon 
emission via the 2s-Is transition must be taken into 
account. Following Gerola and Panagia (1968), it is 
easily found 

1.5+1.35 X10~WP 
 , (8) 

1+1.35X10-Wp 

N? being the proton density and allowing for a ratio 
He/H—Q.l. 

The computed quantities logA+, U, P and a«, are 
shown in Table II. 

IV. DISCUSSION 

It should be noted that the values given in Tables I 
and II represent only average values of the various 
quantities. Conti and Alschuler (1971) and Conti (1973) 
gave and 500°K as an estimate of the intrinsic 
dispersion of the absolute magnitude and the tempera- 
ture, respectively, for each spectral type and luminosity 
class. There is no quantitative estimate of the expected 
dispersion from the average values for B-type stars; 
however, the differences in the values given in the 
various compilations indicate about the same dispersion 
as for the O-type stars. Such dispersions lead to a 
possible logarithmic deviation from the average values 

Table II. Fluxes of Lyman Continuum Photons, Excitation Parameters, Fractional Energy of Lyman Continuum, 
and Ratio of Stellar Luminosity to Lyman-alpha Luminosity. 

SP ZAMS 
logiVL 

V III I ZAMS 
U (pc cm-2) 
V III I 

Ptxio2) 
ZAMS-V III I ZAMS-V III I 

04 
05 
05.5 
06 
06.5 
07 
07.5 
08 
08.5 
09 
09.5 
BO 
BO. 5 
B1 
B2 
B3 

49.93 
49.62 
49.36 
49.08 
48.82 
48.62 
48.51 
48.35 
48.21 
48.08 
47.84 
47.36 
46.23 
45.29 
44.65 
43.69 

49.93 
49.71 
49.50 
49.24 
49.02 
48.86 
48.70 
48.59 
48.45 
48.32 
48.08 
47.63 
46.50 
45.52 
44.89 
43.91 

49.93 
49.71 
49.53 
49.34 
49.15 
49.05 
49.98 
48.90 
48.83 
48.78 
48.53 
47.94 
46.80 
45.87 
45.25 
44.30 

49.93 
49.77 
49.66 
49.55 
49.43 
49.37 
49.34 
49.30 
49.22 
49.12 
48.97 
48.53 
47.60 
46.78 
46.18 
45.57 

126 
99.3 
81.3 
65.6 
53.8 
46.3 
42.5 
37.4 
33.7 
30.1 
25.4 
17.6 
7.3 
3.5 
2.2 
1.1 

126 
106 
90.2 
75.0 
62.8 
55.6 
49.4 
45.0 
40.6 
36.2 
30.5 
21.7 
9.1 
4.3 
2.6 
1.2 

126 
106 
92.3 
80.4 
69.2 
64.1 
60.8 
57.0 
54.2 
52.3 
43.2 
23.9 
11.5 
5.6 
3.5 
1.7 

126 
111 
103 
94.2 
86.3 
82.1 
80.2 
76.9 
73.0 
67.9 
60.6 
43.2 
21.0 
11.2 
6.6 
4.4 

66 
60 
54 
46 
40 
35 
31 
27 
23 
20 
14 

7 
<2 

63 
57 
52 
46 
40 
35 
31 
27 
22 
19 
12 
4 

<2 

61 
56 
52 
46 
40 
37 
32 
25 
19 
13 
6 

<2 

3.5 
3.9 
4.2 
5.0 
5.4 
5.7 
6.1 
6.9 
7.9 
9.2 

13.2 
26. 

>100 

3.7 
3.9 
4.3 
4.7 
5.4 
6.0 
6.5 
7.3 
7.9 
8.6 

13.9 
29. 

>100 

3.1 
4.8 
4.1 
4.5 
4.9 
5.3 
5.9 
6.7 
8.1 

10.3 
13.7 
30. 

>100 
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of ±0.22, ±0.10, ±0.28, ±0.09 for the absolute 
luminosity, the radius, the Lyman-continuum photon 
flux and the excitation parameter, respectively. These 
derived deviations are almost entirely due to the large 
dispersion of Mv and only marginally to the expected 
dispersion of the temperature. Then the uncertainties in 
the quantities P and ao should be small, of the order of 
10%, as they depend only on the temperature (and the 
gravity). 

Possible inaccuracies, due to insufficient theoretical 
data and/or computational deficiencies, may arise 
from the derivation of the function AT0 (^eff, g). While 
for temperatures greater than 30 000°K (that is for the 
O-stars), it may be wrong at the most by 10%, for 
lower temperatures (B-stars), it can be affected by an 
error as large as 30% in the case of the giants and the 
supergiants, due to the necessity of somewhat arbitrary 
extrapolations. This error will affect the values of the 
nebular parameters, essentially AT and U. However, 
the intrinsic indeterminantions remain much higher 
than the theoretical or computational inaccuracies. 
The expected intrinsic indétermination corresponds to 
a mismatch of the spectral type of about one subtype, 
in the sense that a star, which is classified as a 06 V 
may actually have its parameters corresponding to a 
labelled 05 V or O 7 V star. 

Several calculations of the excitation parameters are 
available in the literature and a comparison of them 
with the present results is due. For this purpose, the 
existing tabulations can be divided in two classes : those 
which approximate the stellar spectrum with a 
Planckian curve (Gould et al. 1963 ; Murdin and 
Sharpless 1968, Prentice and ter Haar 1969) and those 
which are derived from stellar atmosphere calculations 
(Rubin 1968, Churchwell and Walmsley 1973). It is 
immediately clear that the excitation parameters of 
the first class cannot be realistic, as it has been shown 
in Sec. HB that the use of a black-body spectrum leads 
to fluxes of ionizing photons which are too high, even 
by orders of magnitude at the lowest temperatures. 

When the present results are compared with those 
obtained by Rubin (1968) for main-sequence stars, 
these latter result to be systematically lower by about 
a factor 1.5. Part of the difference can be ascribed to 
the slightly different temperature scale, to the use of 
Mihalas* unblanketed-LTE models (Mihalas 1965) 
and to the different assumed electron temperature 
(10 000°K instead of 7000°K). However, the greatest 
discrepancy lies in the values of the stellar radii adopted 
by Rubin, which are smaller than those determined 
here by an average factor 1.8. On the other hand, the 
present values of the radii are in good agreement, 
within 20%, with the radii measured in binary system 
stars (Harris et al. 1963). The fact that the radii 
adopted by Rubin are underestimated was first 
recognized by Davidson and Terzian (1969), who 
suggested to apply a correction factor 1.58 to Rubin’s 
excitation parameters. Such a correction corresponds 
to increasing Rubin’s radii by a factor 2. 

Finally, the present results can be compared with the 
very recent ones of Churchwell and Walmsley (1973). 
Their values are systematically higher, by about 30%- 
40%, than those derived here. This is mostly due to 
the different assumptions about the temperature scale. 
In fact they adopt a temperature scale which is con- 
sistent with LTE models and which gives temperatures 
somewhat too high. Furthermore they assume that for a 
given spectral type the temperature is the same 
whichever is the luminosity class, while Conti (1973) 
found that this does not hold. Both these facts lead to 
values of the excitation parameters which are too high, 
in the same sense as the comparison indicates. 

Looking at the values of P, it is interesting to note 
that the fraction of stellar energy radiated longward 
of the Lyman edge is at least one-third and on the 
average even more than one-half the total energy. This 
implies that in the calculations of the IR emission from 
dusty H ii regions the nonionizing radiation plays 
such an important role that it cannot be disregarded. 

Furthermore the values of a«*, indicate that for most 
stars the expected ratio of the total luminosity to the 
Ly-a luminosity exceeds 5, and only for the hottest 
stars can that ratio be about 4. Then the fact that in 
most of the lOOyu sources the observed IR flux is about 
5.5 times the expected Ly-a flux as derived from the 
radio measurements (Harper and Low 1971), does not 
imply necessarily that the dust is mixed with the ionized 
gas. In fact, to match the observed IR luminosity it 
would be sufficient to postulate a dust envelope stir- 
rounding the ionized region, thick enough to absorb most 
of the radiation coming from the central star and the 
nebula itself in the form of nonionizing photons. Such 
a model would be able to account very easily for the 
apparent paradox (Johnson 1973) that just for the H n 
regions with the lowest column densities (NeXR) the 
ratio of the 100/¿ flux to the 6 cm flux is the highest. 
On the other hand the rather strict coincidence, in the 
position and in the shape, of some 20¡jl sources with 
compact components in H n regions (Wynn-Williams 
et al. 1972, Lemke and Low 1972), seems to support 
the idea that at least some dust is really intimately 
mixed with the ionized gas. Anyhow, it is important 
to point out that the proof for the coexistence of 
ionized gas and dust is not an immediate result from 
a simple comparison of IR fluxes with radio fluxes. A 
more detailed analysis of this problem will be the 
argument of a future paper. 

Some discussion about the expected properties of the 
nuclei of planetary nebulae and other possible ultra- 
violet stars (Hills 1972, Rose and Wentzel 1973, Katz, 
Malone, and Salpeter 1973) is also worthwhile. These 
stars are generally believed to have high effective 
temperatures (Teff>50 000°K) and luminosities ranging 
from 102 to 104 solar luminosities. However, all the 
determinations of these quantities are usually affected 
by rather large errors. Therefore only those parameters 
which depend on the behavior of the spectrum and not 
on the absolute flux will be discussed here, namely, 
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Fig. 3. The ratio of the total luminosity to the Lyman-alpha 
luminosity (see text) as a function of the temperature. Dots 
represent the values derived from Hummer and Mihalas (1970a) 
models. Circles correspond to main-sequence star models. The 
dashed line is the curve for black-body spectra. 

Al0, P and For the derivation of these quantities, 
the quite extensive set of model atmospheres of Hummer 
and Mihalas (1970a, 1970b) has been used. 

The general trend of the above listed parameters is 
the following : 

(1) Al°, which is explicitly given by Hummer and 
Mihalas, increases with the temperature but with a 
smaller gradient than it is for the O-type stars, in such 
a way that d logAl/d logreff = 7 < 4 ; 

(2) P tends rapidly to be almost 100%, being 86% 
at Teff = 75 000°K ; 

(3) «oo has reversed its behavior in respect to what 
it was for the O-type stars, that is, here «« increases as 
the temperature increases. This is the effect of the rela- 
tively slow increase of Al with Teu\a^ which is propor- 
tional to TeffVAL0, goes like the - (4-7) power of the 
temperature, which is now definitively negative and 
tends to — 1 when Teu goes to infinity. 

The behavior of «00 as a function of the temperature is 
shown in Fig. 3. The calculations cover the range 
50 000°-200 000°K and they have been performed 
adopting the lowest value of the gravity for each 
temperature in the set of models of Hummer and 
Mihalas. For comparison, some values of corre- 
sponding to main sequence O-type stars are also shown 
as well as the curve for black-body spectra. It is easily 
seen that the variation of with reff is rather small ; in 
fact it ranges from 3.1 to 6 as Tea varies from 5X104 

to 2X105 °K. Furthermore, the values for black-body 
spectra are nearly identical to those derived from model 
atmospheres. This results and the fact that P>90% 
for reff> 75 000°K, imply that the infrared emission 
form planetary nebulae should depend primarily on 
the properties, the amount, and the spatial distribution 
of the dust present in and/or around the gaseous 

envelope and only marginally on the exact properties 
of the central star. 
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