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ABSTRACT

We use ROSAT PSPC spectra of z ~ 3 quasars to constrain the density and temperature of the inter-
galactic medium (IGM). Strong low-energy cutoffs in PSPC spectra of high-redshift quasars are common.
However, the absence of absorption toward some high-redshift quasars can be used to put limits on the pos-
sible cosmological density, Q;, of a hot diffuse IGM, via an X-ray “Gunn-Peterson” test using edge and line
opacity in the soft X-rays. The K-edges of oxygen, neon, and carbon and the L-edge of iron produce most of
the absorption which is spread out by the redshift of the source. We assume an isotropic, isothermal, non-
evolving model of the IGM and calculate the optical depth of this absorption. We find that this test can
constrain an enriched IGM at temperatures near 10°-10° K, intermediate between the hot IGM ruled out by
COBE, and the cold IGM ruled out by the traditional Lya Gunn-Peterson test. Photoionization of the IGM
by the ultraviolet and X-ray background has a large effect. We give results for three z &~ 3 quasars and discuss
how the various trade-offs among temperature, abundance, and background radiation strength affect the limits
on Qg;. In addition to the high-redshift case, we discuss techniques for constraining the IGM using X-ray
spectra of low-redshift quasars (z ~ 0.1-0.3). Currently available X-ray spectral data have insufficient energy
resolution to constrain the IGM unambiguously, and so expected detection limits for future high-resolution
spectrometers are presented. We find that with a large effective area (~2000 cm?), it is possible to substan-
tially constrain or detect the IGM at the densities which are typically predicted.

Subject headings: intergalactic medium — quasars: absorption lines — quasars: general — X-rays: galaxies

1. INTRODUCTION

For some time there has been indirect evidence which indi-
cates the existence of a diffuse intergalactic medium (IGM).
The most compelling pieces of observational evidence are the
detection of X-ray—emitting gas in galaxy clusters, and the Lya
forest clouds which are seen in the spectra of high-redshift
QSOs. Both of these are a direct demonstration that a signifi-
cant amount of matter exists in the universe which is not con-
densed into galaxies. In both cases as well, plausible models
explaining the phenomena would point to the existence of an
IGM. In the case of the cluster gas, it is found that the gas is
highly enriched, and one possible mechanism explaining this is
the ejection of processed gas by supernova explosions (e.g.,
Sarazin 1988). The same process could take place in noncluster
galaxies, which would return the enriched gas to the IGM. In
fact, recent numerical simulations of CDM cosmological
models find that feedback of energy due to supernovae in
forming galaxies can successfully reionize the IGM (Cen &
Ostriker 1993, hereafter CO93; Shapiro, Giroux, & Bubul
1994, hereafter SGB). CO93 find that this energy in the form of
galactic superwinds can produce a “warm” IGM by heating
over 30% of the intergalactic material to temperatures of
105-10° K. In the case of the Ly« forest clouds, one of the most
natural models which explains their stability relies on pressure
confinement from a hot diffuse IGM (Sargent 1988 and refer-
ences therein).

Other theoretical evidence for the IGM comes from studies
of galaxy formation, which generally predict that a significant
fraction of the baryonic mass in the universe should remain in
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the form of a diffuse IGM (Ikeuchi & Ostriker 1986; Shapiro
1989; CO93; SGB). For example, the numerical simulations of
SGB reveal that at the very least 20% of the initial baryonic
mass is left in the IGM after the epoch of galaxy formation,
and for reasonable reionization schemes the fraction is 50%—
90%. The simulations of SGB and CO93 both imply an IGM
density in the neighborhood of Qg; = 0.02 and temperature
T ~ 105-107 K.

Despite the evidence that a diffuse IGM should exist, there
still has been no direct detection, nor have the basic properties
of the medium such as temperature, density, and chemical
composition been strongly constrained. Early efforts to detect
the IGM or constrain its properties are summarized in Shapiro
& Bahcall (1982, hereafter SB). The most sensitive tests to date
are the high-temperature limit based on the distortion of the
cosmic microwave background spectrum (the Compton
y-parameter) as measured by the COBE satellite (Mather et al.
1994), and the low-temperature limit based on the Lya Gunn-
Peterson test (Giallongo, Cristiani, & Trevese 1992 & Peterson
1965). The latter test is based on the fact that neutral hydrogen
in the IGM can cause absorption in the spectrum of a QSO
blueward of the Lya emission line. The limit on absorption
optical depth is converted into a constraint on the temperature
and density of the IGM by determining the neutral hydrogen
fraction, assuming ionization equilibrium. The COBE and Ly«
Gunn-Peterson limits are shown in Figure 1. We also show for
comparison the limit on density based on the standard model
of big bang nucleosynthesis Qp < 0.026 h;% (Kolb & Turner
1990), and well as the predicted temperature and density of the
IGM based on the simulation of CO93. Finally, we show the
best-fit values for the IGM if the X-ray background were
entirely due to thermal free-free emission in a hot IGM (Field
& Perrenod 1977). These values are excluded by the COBE
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F1G. 1.—Current observational limits on the density and temperature of the
IGM. The BBN line is the upper limit for baryonic mass based on standard big
bang nucleosynthesis and H, = 75 km s~! Mpc~!. The temperature and
density of the IGM calculated by CO93 and Field & Perrenod (1977; FP77)
are marked.

limit. We see that there is a large range of temperature and
density which is unconstrained by the current tests. In particu-
lar, the interesting region with T =~ 10°-10° K and IGM
density Q; =~ 0.01-0.1 has not been probed.

It was realized when quasars were detected in the X-ray
band that a Gunn-Peterson test using the X-ray transitions in
heavy elements might constrain the IGM at higher tem-
peratures than the original Lya Gunn-Peterson test (SB;
Sherman & Silk 1979; Sherman 1979). These transitions occur
even in the highly ionized species which dominate in plasmas
at temperatures between 10* to 10® K. SB calculated the total
absorption optical depth to X-rays due to line and edge tran-
sitions and found substantial absorption for high-redshift
sources over a wide range of interesting temperatures and den-
sities. However, their calculations did not include the effect of
the ionizing background radiation which is now known to
exist. We find that this radiation strongly affects the ionization
equilibrium and can significantly lower the X-ray opacity of
the IGM.

In addition to theoretical advances, the quasar X-ray spectra
which were available at the time of SB were inadequate to
usefully apply their calculations, both because there were too
few counts and the energy resolution was too low. The ROSAT
mission (Triimper 1983) now provides an opportunity to set
limits on the IGM because its high sensitivity in the soft X-ray
range allows high-redshift quasars to be detected down to
~0.1 keV (observed frame). Moreover, the Position Sensitive
Proportional Counter (PSPC; Pfefferman et al. 1987) has suffi-
cient spectral resolution to allow several parameter fits for
spectra containing a few hundred counts (see, e.g., Fiore et al.
1993). High signal-to-noise ratio observations of high-redshift
quasars with the ROSAT PSPC have revealed that some of
these quasars can be well fitted in the soft X-ray band with only
a single power law and Galactic absorption. This lack of
observed X-ray absorption in the IGM can be used to con-
strain the temperature, density, and heavy-element abundance
of the IGM.

In this paper we explore the limits which can be placed on
the IGM using the X-ray Gunn-Peterson test at high redshift
(z ~ 3) and at low redshift (z < 0.4). In § 2 we explain the
calculational details and assumptions used for determining the

X-ray optical depth due to the IGM out to a certain redshift, at
a particular temperature and density. In § 3, we use ROSAT
PSPC spectra of three high-redshift quasars to set observa-
tional constraints on the IGM. Section 4 discusses detection
limits for the IGM using high-energy resolution (E/AE = 100)
observations of low-redshift quasars.

2. X-RAY OPACITY OF IGM

The total absorption optical depth due to a column of inter-
galactic material out to a quasar redshift z, is calculated by
summing the optical depth of each small pathlength to the
quasar. Since the contribution from each pathlength is effec-
tively redshifted (because the transmitted photons are
redshifted), summing the parts amounts to smearing the rest-
frame optical depth over frequency. The equation describing
this is

zq dl
Ty, = J:) KV(Z)lv(l +2z) E dZ H (1)

where k,(2) is the gas opacity of material at redshift z, evaluated
at the frequency v(1+2z), and dl/dz=cHy'(1 +2)72
(1 + Qy2)~ Y2 for the standard Friedmann cosmology. The
opacity k,(z) is a function of the gas density, the element abun-
dances, and the ionization state of the elements at each red-
shift. If we make the assumption that ionization equilibrium
holds (discussed in § 2.5), then the ionization state is deter-
mined by the element abundances, the gas temperature and
density, and the ionizing background radiation.

We now discuss in §§ 2.1-2.5 the assumptions and calcu-
lational details which enter into evaluating equation (1).

2.1. Physical Model of IGM

Because very little is known about the physical conditions of
the IGM, in our calculations we adopt a model with the sim-
plest possible assumptions: the IGM is isotropic, with density
n(z) = no(1 + 2z)*; and the heavy element abundances A(Z)
(relative to hydrogen, for atomic element Z) and temperature T
are independent of redshift. These conditions correspond to
isothermal, no-evolution expansion of the IGM. The approx-
imation that the IGM expands isothermally is more accurate
than one might initially suppose, according to the simulations
of CO93. They find that the energy input from supernova
superwinds keeps the IGM temperature in the range 10°-10°
K after z ~ 4. For the heavy element abundances A(Z) we
consider only two possibilities, that of uniform depletion from
the “cosmic” abundances of Cameron (1973), and that of a
primordial composition with negligible heavy elements. In sub-
sequent discussion, we denote the heavy element abundance by
m, where m is the numerical value of the depletion. In the case
of primordial abundances, we use m = 0. Note that all of the
calculations are done for two values of the total mass density,
Q, = 0.2 and Q, = 1, with Hubble constant H, = 75 km s~ !
Mpc ™! (or hyoo = 0.75) throughout.

2.2. Background Radiation

Because of the very low particle densities (n ~ 107% cm ™3
for Q; = 1) in models of the IGM, the ionizing background
radiation can be an important factor in determining the ioniza-
tion equilibrium. Since we are interested in the equilibrium of
highly ionized heavy elements, we need an estimate of the
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background radiation spectrum covering the UV-to—soft
X-ray energy band.

The UV background radiation is best measured by means of
the Lya proximity effect, which is the observed decrease in the
density of Lya forest clouds near the QSO redshift (Bechtold
1994; Fall & Pei 1993; Bajtlik, Duncan, & Ostriker 1988;
Bechtold et al. 1988; Murdoch et al. 1986). The UV back-
ground radiation determined by this method is generally taken
to have the power-law form

1+2\( v\
J(2) =10721J,, IV ergss 'cm 2Hz lsr!.
1+z,) \vip,

@

Here J,; is the dimensionless strength, z, is the redshift at
which the proximity effect is observed, v, is the frequency at
the hydrogen Lyman limit, and f characterizes the redshift
evolution. Based on the range of parameter values found in the
literature (which are generally in rough agreement but often
formally inconsistent), we use the values f =4, a = 1.5, and
z,=2.5. The strength J,, of the background radiation is
uncertain by about a factor of 10, so we do all calculations for
two values, J,, = 1.0 and J,, = 0.1. An evolution of the back-
ground in which f = 3-5 for z < 2 (Stanek 1992; Ikeuchi &
Turner 1991) and J (z) is constant for z > 2 is probably more
realistic; however, in these scenarios the radiation strength
differs from the value we have used by less than about a factor
of 5. This is comparable to the uncertainty in the radiation
strength itself, and so our conclusions would be unchanged if
we used this evolution.

The soft X-ray background radiation has been directly mea-
sured in the range 0.5-3.5 keV by Wu et al. (1991) using the
Einstein Observatory IPC, and in the range 0.1-2.4 keV by
Hasinger, Schmidt, & Trumper (1991) with the ROSAT PSPC.
These measurements are at zero redshift, so in our calculations
we have assumed the same redshift evolution as the UV back-
ground, namely J(z) oc (1 + z)*. Connecting the UV and soft
X-ray components together by power-law extrapolation gives
the ionizing background which we use calculating the ioniza-
tion equilibrium. Note that the relative normalization of the
components of the background spectrum ‘is determined for
J,; = 1.0, and stays fixed for different values of J,,. This
means the entire spectrum is scaled, not just the UV com-
ponent.

2.3. Contributions to Opacity

The dominant processes contributing to the opacity k, in
equation (1) are atomic line transitions, bound-free
(continuum) transitions, and electron Compton scattering.
For our purposes the latter process can be ignored because for
photon energies much less than 500 keV the cross section is
independent of energy. This means the absorption is not
detectable without a priori knowledge of the intrinsic quasar
luminosity.

Following the discussion in SB, the opacity due to an atomic
line transition in a particular ion of an element can be written

2
. e
line
K," =n o(v—v
v abs ch12 ( a)’

where n,,, is the density of the ion, f;, is the oscillator strength
of the transition, v, is the transition frequency, and d(x) is the
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Dirac delta function with | 6(x)dx = 1. If we insert this formula
into equation (1) we get the result

line __ 1 keV @ v_“ ?
T, = 0~94< E, >f1296|:10—4j|}’(za f)( v>

v -1/2
x(l—Qo+Qof) forv(l+2)7t<v<y,

=0forv<vl+2z)torv>v,, 3)

where E, is the line energy, Qg is the fraction of the critical
density in the IGM, and y(Z, &) is the normalized population of
the ionic level £ To calculate the total optical depth due to
lines, we use equation (3), with the ion populations y(Z, &)
determined by the CLOUDY (Version 84.09) program
(Ferland 1993) and the oscillator strengths and line energies as
given in Kato (1976).

The continuum or edge opacity due to photoionization can
be approximated by

KI5 = Ny O(Vin/V)® (v 2 Vip)

=0 v < V). @
where v,, is the frequency of the photoionization threshold and
0., is the cross section at the threshold. In theory we can sum
the opacity from equation (4) for all the elements and ions, but
in practice this is done automatically by CLOUDY and we
simply insert the total opacity returned by CLOUDY into
equation (1).

24. CLOUDY

To evaluate the opacity and ionization equilibrium as a
function of redshift equation (1), we use the CLOUDY
program. The temperature of the gas is fixed, and no attempt is
made to balance heating and cooling. Instead, the gas is
assumed to be heated by some unspecified mechanism to the
given temperature. One means for this heating could be shocks
from supernova-driven superwinds (e.g., SGB; CQ093). Note
that the ionizing background radiation alone is insufficient to
heat the gas to the temperatures we are considering (Miralda-
Escudé & Rees 1994).

The parameters which we input to CLOUDY for calculating
the opacity and ionization state are the density, temperature,
abundances, and background radiation. We can reduce the
total number of calculations required to constrain the IGM
properties by taking advantage of the homology relation which
applies for particle densities n < 10% cm ™3,

xv(nla U) _ Kv(nz, U)

s

ny n;
where U is the ionization parameter. This gives
x,[n(2), J(2), T, m]
= K,[Q6 Yn (1 + 2)°, J(0)1 + 2)*, T, m]
1+ 2
=« Yn, J, (0 s
KV[ nt‘ V( ) QG

Here n, = 3H}/87Gm,, = 11.2 x 10~° hi,, cm 3 is the critical
baryon density. The hydrogen density is related to the baryon
density by n, = Qg Yn,, where Y = 0.76 is the fraction of
baryons in hydrogen. The above equation shows that the com-
putationally difficult part of the opacity calculation depends

T, m:IQG(l + 2.
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only on the two quantities (1 + z)Qg* and T, not on all three
variables z, Q¢, and T. In addition to reducing computation
time, use of the homology relation is in fact necessary because
CLOUDY is numerically unable to do calculations at the very
low densities of the IGM. The actual computations in
CLOUDY are all done at a fixed density of 10™* cm 3.

2.5. Ionization Equilibrium

An important assumption which is implicit in our calcu-
lation is that ionization equilibrium is established at all epochs.
At the very low densities characteristic of the IGM, this
assumption requires careful evaluation, in particular for the
ionized heavy elements which are responsible for the X-ray
opacity. For hydrogen, it is well known that at typical IGM
densities and temperatures, the H 11 recombination timescale
can easily be greater than the Hubble time (e.g., Ikeuchi &
Ostriker 1986). However, for our purposes this is not a
problem because in calculating the ionization state of the
heavy elements, we only need to know that the hydrogen is
very nearly 100% ionized. Thus the assumption of ionization
equilibrium for the heavy elements rest only on their recombi-
nation rate coefficients. The two most important processes are
radiative recombination and dielectronic recombination.
These two rates can be approximated over the temperature
range 104-107-> K by the following formulae (Shull & Van
Steenberg 1982):

Uad(T) = Apog(T/10% K) 72 ®)
agi(T) = Ag; T~>? exp (= Ty/T)[1 + By exp (—T,/T)]1 . (6)

The coefficients A4, Xrad> Aai» Bai» To» and T, for each ioniza-
tion level of the elements C, N, O, Ne, Mg, Si, S, Ar, Ca, Fe,
and Ni have been tabulated by Shull & Van Steenberg, based
on theoretical and experimental results.

Using equations (5) and (6) we can calculate the recombi-
nation timescale of each element and ionic level at redshift z
and compare this to the age of the universe at that epoch. The
main result of this calculation is that for the values of tem-
perature and density for which there is significant X-ray optical
depth (i.e., the parameter values where we can set constraints
on the IGM, as given in § 3.2 and 3.3), the recombination
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timescale is generally less than the age of the universe. As an
example, in Figure 2 we plot lines which indicate the tem-
perature and density at which the two timescales are equal, for
the dominant ionization levels of oxygen and iron. In the
region to the right of each line, ionization equilibrium is a
reasonable approximation. Comparison of oxygen and iron
illustrates a general trend that the heavier elements are in equi-
librium over a larger region, primarily because the radiative
recombination coefficient scales roughly as atomic number
squared. It should be noted that at temperatures above ~ 10°
K, the primary contribution to the X-ray optical depth comes
from iron, and so the fact that oxygen and other lighter ele-
ments are not in equilibrium does not significantly alter our
limits on the IGM.

3. HIGH-REDSHIFT REGIME (z ~ 3)

3.1. Optical Depth

Given the assumptions we have made, we can now calculate
the optical depth due to the IGM as a function of six variables,
7, = 1,(Qq> T, m, J 51, Qo, 2). It is informative to show examples
of the optical depths and also to illustrate their dependence on
the various input parameters. In all cases, unless otherwise
specified, we use the following reference values z = 3, Q, = 1,
Q;=01,J,;, =1.0,m=0.1,and T = 10° K.

The optical depth due to the IGM for the z = 3 (J,; = 1.0,
m=0.1, and Q, = 1) is shown in Figure 3. Here we have
plotted the optical depth, multiplied by the value indicated in
each plot, over a grid of values of Q; and T. This shows the
general dependence of the optical depth on density and tem-
perature.

The dependence of optical depth on J,,, the strength of the
ionizing background radiation, is shown in Figure 4. Here we
see more than a factor of 10 decrease in the optical depth
between negligible radiation (J,; = 107 3) and a realistic radi-
ation strength (J,, = 1). This shows that any observational
limits on IGM properties which do not account for the ion-
izing radiation must be viewed with caution, in particular the
results of SB.

The importance of the ionizing radiation is also evident in
Figure 5, where we show the scaling of the optical depth with

10'_:”1" T T T oo T LN BB~
107

=100

100}

104 B2

F1G. 2—Comparison of the recombination timescale for (left) oxygen and (right) iron to the age of the universe at z = 1, for the dominant ionization levels in our
modeling. The lines indicate the temperature and density at which the recombination timescale is equal to the age of the universe. In the region to the right of each
line the species is in ionization equilibrium. On the left side are plotted lines for O 1v (solid), O v (dotted), O Vi1 (short dashed), O vi (long dashed), and O v (dot-
dashed). On the right side are plotted lines for Fe xvi (solid), Fe xvi (dotted), Fe xi1x (short dashed), Fe xx (long dashed), Fe xx1 (dot-short dashed), and Fe xxit

(dot-long dashed).
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F1G. 3.—Optical depth for an array of Qg and T, for z = 3,J,, = 1.0, m = 0.1, and Q, = 1. Each of the subplots uses the same axis scaling as in the one marked
on the lower left-hand corner. The optical depth in each subplot has been multiplied by the value indicated.

Energy (keV)

Energy (keV) F1G. 5—Scaling of optical depth with IGM density. We have plotted

(z,/Qg), which would be independent of Qg if there were no background radi-

F1G. 4—X-ray optical depth for values of the ionizing background normal- ation field. In this case, with J,;, = 1, a decrease by a factor of 10 in density

ization, J,, = 1073 (solid), 10~ 2 (dotted), 10~* (short dashed), and 1 (long results in a decrease in 7, of more than a factor of 50. All curves are for z = 3,
dashed). All curves areforz = 3,Q, = 1, T = 10° K,and m = 0.1. Q,=1,J,,=1,T=10°K,and m = 0.1.
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IGM density Qg;. Here we have plotted the quantity t,/Qg,
which in the absence of a radiation field would be independent
of Q;. We see, however, that there is a strong dependence, and
a factor of 10 decrease in Qg results in about a factor of 50
decrease in 7,. This is primarily due to the increase in the
ionization parameter, although it should be noted that
decreasing the density is not simply equivalent to increasing
J,1, because of density dependent atomic processes such as
collisional ionization in the equilibrium calculations.

In Figure 6 we show the temperature dependence of the
optical depth for T = 10*-10® K. The strong decline in T,
reflects the trend that at higher temperatures the atoms are
more highly ionized, and that the absorption cross section is
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lower for higher ionic levels. The peak at 0.1 keV is due to
helium and can be seen to become unimportant at T > 10° K,
where almost all of the helium is fully ionized. We also see from
Figure 5 that 7, peaks at higher energies as temperature
increases, because the K-edge energy increases at higher ion-
ization level. A specific example of the absorption opacity for
oxygen ions O v—O v is given in Figure 7 and illustrates
dependence of cross section and K-edge energy on ionization
level.

The relative contribution of the important heavy elements in
our calculation can be illustrated in two ways. First, in Figure
8 we plot the optical depth due to each element at the reference
IGM parameter values. This shows that oxygen and iron are
the most important elements, followed by carbon and neon.
The relative strength of these elements is a strong function of
temperature, as shown in Figure 9. Here we plot the peak
optical depth due to oxygen and iron as a function of tem-
perature. In oxygen, as the temperature increases above 10° K,
a significant fraction of the atoms become fully ionized and
lose their photoabsorptive opacity. This is not the case for iron,
and hence the change in relative optical depth.

3.2. IGM Constraints

The X-ray spectra of high-redshift quasars are found in
many cases to show strong low-energy cutoffs (Elvis et al.
1994). The origin of the cutoffs is not fully understood,
although recent work indicates that at least in some cases the
absorption is due to warm gas associated with the quasar
(Fiore et al. 1993; Mathur et al. 1994). This absorption cannot,
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F1G. 6.—Log of the X-ray optical depth for values of the IGM temperature
T = 10* K (solid), 103 K (dotted), 10° K (short dashed), 107 K (long dashed), and
108 K (dot dashed). All curves are for z=3,Q,=1, Q; = 0.1, J,, = 1, and
m=0.1.
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FiG. 7—Relative opacity for oxygen ions O Vv (solid), O vi1 (dotted), O vt
(short dashed), and O v (long dashed).

however, arise in an isotropic IGM because there exist some
high-z quasars whose X-ray spectra are well fit by a single
power law with only Galactic absorption. The existence of
these quasars implies that with the current data it is only
meaningful to set limits on the conditions of the IGM. Cur-
rently, we know of three quasars which are at z > 2 and have
an unabsorbed PSPC spectrum with at least 300 counts. PKS
0237—233 (297 counts), Q0420 — 388 (363 counts: Elvis et al.
1994), and Q1445+ 101 (OQ172; 656 counts).

For each quasar spectrum at an observed redshift z the
optical depth can, given our assumptions, be calculated as a
function of Qg, T, m, J,,, and Q,. In order to compare our
results with previous work constraining the nature of the IGM,
it is convenient to calculate the optical depth over a grid of
values for Qg; and T, for specified reasonable values of m, J,,,
and Q,. For each value of Q; and T, we fit the observed quasar
PSPC energy spectrum with an absorbed power-law of the
form

IV = CW,(Nuv™ exp [—-1,Qq, T)], ™

where C is a normalization constant and W, (N, is the
Wisconsin model of absorption due to Galactic gas (Morrison
& McCammon 1983), with the neutral hydrogen column
density fixed at the value derived from 21 c¢cm observations.
Only the parameters C and « are free to vary. We then calcu-
late the statistic

AYPQe T)= Y Q6 T)— 1} Qe =0).

quasars

The function Ay*(Qg, T) is distributed as x2 with two degrees
of freedom, which we use to define confidence intervals in
which absorption due to an IGM can be excluded.

In Figure 10 we illustrate the effect of including the IGM
X-ray absorption term in the model fitting of PKS 0237 — 233,
for IGM parameters T = 10° K, J,; =1, m = 1.0, and Q; =
0.05 (left side) and Qg = 0.3 (right side). In both plots the points
are the “intrinsic” X-ray spectral data, in which the PSPC
instrument response has been deconvolved, and the solid line is
the best-fit power-law x Galactic absorption x IGM absorp-
tion model. For Q; = 0.05 the IGM model is consistent with
the observed data, whereas for Q; = 0.3, the IGM opacity
produces a broad absorption trough of width AE ~ 0.5 keV
and maximum optical depth 7 ~ 1. This results in a statistically

© American Astronomical Society ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/abs/1994ApJ...437..584A

J- D 24377 T584A

A

[TO02AQY: - T4377 5827

r

590 ALDCROFT ET AL. Vol. 437
L [ﬁ LI T l TrrT I' L ] L T I~-I LI B B l 1 LA B | l LN B A ) l...' LR L] l L) LN B 4 T T L ' R
0.08 - T T -
C T T ]
0.04 [ Helium I Carbon F Nitrogen 3
0.02 |- + + E
oF 3 I —
[ I 11 1 l - l T I 11l I 1L Ll -1 l--l ) -] I l i1 1 I I | I ]
[ ‘ LI I T T '_- l LR LI l LN B B § IT LN B ) '.,q..l LA T ] LA I v TT r
0.08 |- T T 3
0.04 f_ Oxygen x 0.5 éf_ Neon _fg_ Sodium é
ooz T i ;
ok l =l 3
r 3411 l 11 l-hl i -] I b1 1 l 1l LJ --J i ] l L1 1 1 ILI Ll l ]
[ l L l T T ' 51 r' T T L] l T T L) T I T T T L) I-_] L B I T l L) ¥ L] L} l L] LA g i
0.08 - T T E
0.04 E_ Magnesium _if_ Aluminium _EE_ Silicon _i
3 : T I ]
0.02 |- ’/\‘-T T ’—f\
ol = T -]
~ l il i il l I T . l T I 11 141 L1 1 1 I i Il L l--l 1 i Il L I Il 1 L l 11 1 I ]
[ I LB ] LI l‘\_ l T T T I T 1 v T ' T T '-_ l LA B B l LN B A I' LA L L I B
0.06 I~ T T E
0.04 E_ Sulphur 'E:— Argon _::_ Calcium _:
- I ¥ ]
0.02 |- T T .
r _/\/_\ T ]
ofF i =/
- M e L L
0.08 I J0 1 2 3
C I . ] Energy (keV)
0.04 - —j_— Nickel —j
0.02 |- + .
oF f T~
C A A 1 1 I 1 1 'l 1 l 1 1 1 1 I T l 'l i 1 1 l 1 1 'l L l ' 1 1 1 l-
0 1 0 1 2 3

Energy (keV)

Energy (keV)

FiG. 8.—Contribution of individual elements to X-ray optical depth for z = 3,Q, = 1,Q; = 0.1, J,, = 1, T = 10° K, and m = 0.1. At this temperature the optical

depth is dominated by oxygen and iron.
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unacceptable increase in the fit 2, and we can rule out an IGM
with the given parameters.

4 In Figure 11 we plot the 3 o contour lines of Ay*(Qg, T) for
the three quasars in our sample for various values of J,,, Q,,
and m. An IGM which is colder or denser than the limits
shown is excluded by the observed lack of X-ray absorption. In

o the left-hand plots we show the results for J,, = 1.0, which is

the most reasonable strength of the ionizing background radi-
ation; in the right-hand plots we use J,; = 0.1, which is likely
the smallest reasonable value. In the upper and lower plots we
show the cases Q, = 1 and Q, = 0.2, respectively. In each we

x 4 have drawn contours calculated for an IGM with heavy

element abundances of m = 1, 0.1, 0.01, and primordial. The
vertical dashed line shows for reference the limit on the IGM

104 108 108

T

108 density imposed by the standard model of big bang nucleo-

synthesis, Qz < 0.026 h[Z, for our adopted value Ay, = 0.75.

FI1G. 9.—Maximum optical depth due to oxygen (crosses) and iron (circles) We also mark the density and temperature of the diffuse IGM

as a function of temperature.

predicted by CO93.
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FiG. 10.—Illustration of the effect of the IGM X-ray absorption term for T = 106 K,J,, = 1, m = 1.0, and Q; = 0.05 (left) and Qs = 0.3 (right) in the model
fitting of PK'S 0237 —233. The points are the intrinsic X-ray spectrum with the PSPC instrument response deconvolved, and the solid lines are the model fits. Clearly
Qg = 0.05 is consistent with the data while Q; = 0.3 is not consistent.

3.3. Discussion ments which contribute to the X-ray opacity, thereby reducing
the overall absorption cross section.

Comparison of the left and right sides of Figure 11 shows the Inspection of Figure 11 shows that for a primordial IGM,
strong dependence of the X-ray constraints on the assumed the X-ray Gunn-Peterson test we have calculated is not partic-
ionizing background. This is important to note because pre- ularly sensitive. Referring back to Figure 8 we see that the
vious work which predicted strong constraints (SB; Rees & absorption due to helium is relatively weak and more impor-
Sciama 1967) did not take the background into account. The tantly it is confined to energies hv < 0.3 keV. Since Galactic
effect of this radiation is to ionize more highly the heavy ele- absorption is significant at this energy, the quasar spectra have
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FiG. 11.—Limits at 3 o on temperature and density of IGM based on X-ray optical depth toward high-redshift quasars. The region to the right of and below the
lines are excluded. The upper plots show limits for Q, = 1, and the lower plots are for Q, = 0.2. The right plots show limits for J,, = 0.1. In all plots there are four
solid contour lines, which from boldest to thinnest correspond to heavy element abundances m = 1, 0.1, 0.01, and primordial (m = 0). In the lower two plots, the
contour lines are dashed for the unphysical region Q; > Q,. We also show the limits due to big bang nucleosynthesis (BBN) and Lya Gunn-Peterson, as well as the
IGM temperature and density predicted by CO93.
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much lower signal-to-noise ratio in this region. It should be
noted here that the He 11 (304 A) line is expected to have a very
large optical depth for reasonable IGM models. For instance,
CO93 predict that at z =3 optical depth is approximately
1000. This line has not been observed because in all currently
known QSOs with z > 3 (which corresponds to rest-frame 304
A for an observed-frame wavelength of 1215 A), there is an
intervening Lyman-limit system which blackens the spectrum
in the relevant wavelength range. Some recent HST observa-
tions have come frustratingly close, for instance the z = 2.72
which has no optically thick Lyman-limit systems (Reimers et
al. 1992). It is somewhat ironic to note that if the optical depth
is as large as predicted, it will be difficult to usefully constrain
the IGM properties, apart from proving the existence of the
IGM.

For an enriched IGM the X-ray Gunn-Peterson test is much
more sensitive than for a primordial IGM, since as we have
seen in § 3.1, most of the X-ray opacity is due to heavy elements
such as oxygen, iron, neon, and carbon. We can now examine
Figure 11 to determine the lower bounds on IGM temperature
for various values of J,; and abundance, at two interesting
IGM densities, Q; = 0.06 and Q; = 1.0. In the former case the
IGM makes up the bulk of baryonic matter predicted by stan-
dard big bang nucleosynthesis, while in the latter case the IGM
contains the baryonic matter necessary to close the universe
With Q; = 1.0, a nonstandard model for nucleosynthesis must
be adopted in order not to conflict with the observed light
element abundances. Despite the success of the standard
model, one should not dismiss entirely the alternatives (e.g.,
Dimopoulos et al. 1988). From the figure we see that if the
ionizing background radiation is as strong as J,,; = 1.0, then
our X-ray Gunn-Peterson test does not constrain the tem-
perature (above 10* K) of an IGM with Q; = 0.06, even with
solar abundances. For an IGM with the closure density, we see
from Figure 11 that we can significantly constrain the tem-
perature, especially for the weak ionizing background case.
However, it should be noted that in this case, with such a large
amount of matter in the IGM, it is unlikely that any enrich-
ment processes are efficient enough to produce a heavy element
abundance above 0.01 solar. In all cases, comparison with the
IGM temperature and density predicted by CO93 as shown in
Figure 11 reveals that the X-ray opacity of a hot diffuse IGM is
too small to test their prediction with the current data.

In order to investigate the ultimate utility of the X-ray
Gunn-Peterson test using PSPC spectra, we have constructed
simulated PSPC spectra with higher signal-to-noise ratio and
carried out the procedure described in § 3.2. The simulated
data were created using the best fit-power-law with Galactic
absorption model for PKS 0237233, with roughly 10,000
and 100,000 counts, respectively. We find that the factor of 100
in counts gives only a factor of 5 improvement in the density
limit at constant temperature, for J,; = 1.0 and m = 0.1. On
the other hand, at a given density the temperature limit scales
almost linearly with number of counts. For solar abundance
with J,; = 1.0, or 0.1 solar with J,; = 0.1, a quasar with 10°
counts and no observed absorption would exclude a large
range of temperatures and densities. However, even in these
cases, the test would not be sensitive enough to test the predict-
ed IGM properties from CQO93.

4. LOW-REDSHIFT REGIME (z < 04)

The calculations of SB showed that the IGM optical depth
at low redshift (z < 0.4) has a qualitatively different character
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than at high redshift. In the low-redshift case the optical depth
is dominated by narrow absorption “troughs,” with sharp
edges and fractional width AE/E ~ z. The peak optical depth
due to the IGM is much smaller than at high redshift.
However, it is possible to take advantage of the very distinctive
absorption troughs, as well as the much higher signal-to-noise
ratio possible in nearby low-redshift quasars, to compensate
for the weakness of the absorption. We now consider the ques-
tion of detecting or constraining the IGM using low-redshift
quasars.

4.1. Optical Depth

The optical depth due to the IGM for the low-redshift case
z=0.15(J,; = 1.0,n = 0.1, and Q, = 1) is shown in Figure 12.
Here we have plotted the optical depth, multiplied by the value
indicated in each plot, over a grid of values of Q; and T. The
strong peaks and discontinuities in the optical depth reflect
that, in contrast to the high-redshift case, the dominant con-
tributor here is the opacity from atomic line transitions. From
equation (3) we see that the absorption due to a line with rest
frequency v, is “redshifted” over the frequency range
v (1 +2) 7' <v<v, At the edges of this range the optical
depth due to the line drops discontinuously to zero. The dis-
crete nature and well-defined wavelengths of the absorption
troughs allow for easy identification of the species responsible
for the opacity. For instance, for Q; = 1.0 and T = 10° K, the
dominant lines are C v, C vi, N vi1, O vii, O v, Fe x1x, and
Fe xx. The largest peak, starting at 0.5 keV, is a blend of O vii
and O vi. These two lines show the temperature dependence
of the ionization equilibrium, most clearly at low densities. At
Q;=0.1 and T =10* K, O vin predominates, while at
T = 10° K the dominant ion is O v Figure 12 also shows
that at high density and low temperature, there is significant
continuum opacity due to helium.

4.2. IGM Detection Limits

We first consider detection of absorption due to the IGM
using existing X-ray satellite data. The ROSAT PSPC has
energy resolution E/AE ~ 4, which is too low even to resolve
the absorption trough and is hence unsuitable for this type of
investigation. The ASCA SIS instrument has sufficient
resolution, E/AE ~ 15 at 1 keV, to begin resolving the trough
for z 2 0.15, but it is inadequate to determine the trough shape.
For both these instruments, if a quasar is found which is well
fitted by the power-law and Galactic absorption model, then
the same technique we described for high-redshift quasars can
be applied to constrain the IGM properties. However, at very
high signal-to-noise ratio one begins to see intrinsic deviations
from a power law, possibly due to intervening cold or warm
material in the line of sight to the X-ray source (Elvis et al.
1994; Mathur et al. 1994) or Compton reflection from an accre-
tion disk (White, Lightman, & Zdziarski 1988; Lightman &
White 1988). In addition, it is difficult to calibrate the energy
response in X-ray mirrors and spectrometers to much better
than a few percent, and in particular it is difficult to determine
the exact depth of absorption edges due to material in the
mirrors and other components. These two effects generally
produce X-ray spectra that have structure beyond a simple
power law, considerably weakening any conclusions about a
possible IGM based on low- to moderate-resolution spectra. It
is interesting to note that the power-law fit to one of the
ROSAT PSPC spectra of 3C 273 (obtained from the ROSAT
archive) is substantially improved by the addition of IGM
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F1G. 12—Optical depth for an array of Qg and T, for z = 0.15, J,; = 1.0, m = 0.1, and Q, = 1. Each of the subplots uses the same axis scalings as in the one
marked on the lower left-hand corner. The optical depth in each subplot has been multiplied by the value indicated.

absorption with Qg = 1.0, T = 1053 K, m=0.1, and J,, =
1.0. In this case the fit statistic changes from > = 70 (25 DOF)
to x2 = 39 (23 DOF), which has an F-test probability of much
less than 1%. However, such a cool, dense IGM is ruled out by
the Lya Gunn-Peterson test, hence illustrating the problems
inherent in using low-resolution, high signal-to-noise ratio
spectra to derive IGM properties.

However, if the spectral resolution is high enough (E/AE 2
100 at 1 keV) then the absorption troughs can be used to
identify or constrain IGM absorption with much greater con-
fidence. Instead of focusing on the overall fit of a spectral
model (power-law x Galactic absorption x IGM absorption)
as in the high-redshift case, we determine a local continuum
near the known position of strong lines. We then sum the
spectrum over the extent of the absorption trough for the par-
ticular line, which then allows calculation of the trough optical
depth. The two problems mentioned previously, uncertainty in
both the quasar spectrum and detector energy calibration, can
be avoided by carefully selecting energy bands (for the contin-

uum and absorption trough) which are free of any contami-
nating sharp edges or lines.

Since it is evident from Figure 12 that O vi (0.574 keV) and
O vin (0.654 keV) are the strongest lines over most of the range
where the IGM has significant optical depth, we now look in
detail at possible detection of these two lines. In Figure 13 we
show a schematic diagram of a quasar spectrum at z = 0.15
which shows absorption due to N vi, O vi, and O vl in the
IGM, along with the edges and lines which can be potential
sources of uncertainty in the spectrum. In this energy range,
the important spectral features intrinsic to the quasar are pos-
sible absorption lines due to a warm absorber containing O vi1
or O vi. Most evidence indicates that these absorbers are
associated with the quasar and are due to either a previously
unidentified component which also gives rise to UV absorption
(Mathur et al. 1994; Mathur 1994) or broad emission line
clouds (Shields, Ferland, & Peterson 1994). In both cases the
velocity of the material with respect to the quasar will be less
than about 5000 km s~ !, and hence the regions further than
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F1G. 13.—Schematic diagram of quasar power-law continuum, with O vi
and O vi1 IGM absorption, as well as with potential sources of uncertainty in
spectrum arising from intrinsic absorption in quasar and imperfect knowledge
of detector energy response. The spectral ranges drawn in bold are used for
summing the continuum and absorption trough counts.

about 9 eV from the line energy will be unaffected. Note that
these lines will be redshifted because they are associated with
the quasar. The only strong spectral feature expected in the
mirror and spectrometer energy response in this energy range
is the O 1 K-edge (0.532 keV).

If we now make the conservative presumption that the
strengths of the warm absorber lines and energy response
edges are not well known, the energy ranges which can be used
to search for IGM absorption are limited. Any region which
contains a possible intrinsic line or crosses an edge boundary is
excluded. It is particularly important to ensure that there be no
edge between the regions used to determine the continuum and
the IGM absorption. The regions which are free of contami-
nation and can be used for determining the O vir and O vin
absorption trough optical depth are drawn in bold in Figure
13. From our discussion and Figure 13 it is apparent that in
most cases the continuum can be determined only on one side
of the absorption trough. In this case the local spectral slope is
determined by the spectral model. In practice, this means using
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the fit residuals instead of the raw spectrum for calculating the
continuum and trough counts.

As a specific example of the previous discussion, we now
consider the AXAF low-energy transmission grating spec-
trometer (LETGS), which will have an energy resolution of
roughly 500 near 0.5 keV. This is sufficient to allow discrimi-
nation of the contaminating edges and lines. For a specified
source flux and observation time, we can calculate the expected
number of counts in the clean energy bands and thus deter-
mine the absorption trough optical depth which could be
detected. We then compare this limit to the predicted optical
depth of the troughs for given IGM parameters (Qg, T, m, J,,,
Q,) and so determine the ranges over which the IGM could be
constrained or detected. To estimate the expected number of
counts, we assume a spectrum which is a power law with
energy index —0.7 and with absorption due to a galactic
neutral hydrogen column density Ny = 2 x 102° ¢cm~2. The
3 o optical depth detection limit for this spectral shape, based
on counting statistics and using 7 < 1, is

1 + AE./AE\'? E 0.7
t<0.1
2 0.5 keV

AE, \[ AB) | ¢ \]~
X {C”<O.l keV>[20 cm2]<105 s)} - @

Here AE, and AE, are energy widths over which the contin-
uum and absorption trough counts are summed, respectively;
E is the central energy of the trough; C, is the ROSAT PSPC
unfiltered count rate; A(E) is the effective area of the X-ray
spectrometer; and t is the duration of the observation. For
reference, C,=1 corresponds to an energy flux
F=11x10"'" ergs s' cm™2 (0.1-24 keV) or
F=15x10""ergss 'cm™2(2-10keV).

In the left-hand plot of Figure 14 we show the 3 o detection
limits for O vi1 and O vi from equation (8) for a spectrum
equivalent to a 100 ks observation of 3C 273 by the AXAF
LETGS. This assumes an effective area A(E) = 20 cm? and a
PSPC count rate of C, = 6 counts s7!, for z = 0.15. We use
energy bands for the continuum and trough shown in Figure
13, which gives a 3 ¢ detection limit of t ~ 0.1. In both of the

10. T T T 17T T T T T T Trr
3 .

107

105}

10¢

FI1G. 14— Detection limits at 3 ¢ for a spectrum equivalent to a 100 ks observation of 3C 273 (z = 0.15) by a detector with effective area (left) A = 20 cm? (AXAF
LETGS) and (right) A = 2000 cm?. The solid and dashed lines correspond to J,, = 1.0 and J,, = 0.1, respectively. The thick, medium, and thin lines are for heavy
element abundances m = 1.0, 0.1, and 0.01, respectively. Also shown for reference are the big-bang nucleosynthesis limit (BBN), the Lya Gunn-Peterson limit, and the

IGM temperature and density predicted by CO93.
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plots, the solid line and dashed line correspond to J,; = 1.0
and J,, = 0.1, respectively. The bold lines are for heavy
element abundance m = 1.0 and the medium lines are for
m = 0.1. For m = 0.01, the IGM optical depth is too low to
detect the IGM in the range we have plotted. We also show for
reference the big-bang nucleosynthesis limit (BBN), the Ly
Gunn-Peterson limit, and the IGM temperature and density
predicted by CO93. The plot illustrates that in some cases the
sensitivity increases at higher temperature, for a given density.
This is simply a reflection of the temperature and density
regime in which O vir and O viI are the dominant oxygen
species in the ionization equilibrium. The overall result shown
in the plots is that only in the cases of nearly solar heavy
element abundance (m = 1.0) or high density (Q; =~ 1) will the
X-ray spectra of low-redshift quasars be sensitive to absorption
caused by the IGM. In no cases can the test detect an IGM at
the temperature and density predicted by CO93.

Looking optimistically to future X-ray telescopes, we show
in right-hand plot of Figure 14 the 3 ¢ detection limits for a
telescope effective area of 2000 cm?, which is a factor of 100
increase over the AXAF LETGS. With this effective area the
detection limit is T &~ 0.01, below which it will be very difficult
indeed to make any convincing determination that an absorp-
tion trough is present. This plot shows that with such a large
effective area the X-ray Gunn-Peterson test is sensitive to an
IGM with m = 1.0 the temperature and density near that pre-
dicted by CO93. For m = 0.1, the test can detect the IGM for
temperature T < 10% K for J,; = 0.1. For m = 0.01 the test is
unable to detect the IGM outside the current Lyax Gunn-
Peterson limits.

Although we have shown only the IGM detection limits for
the case z = 0.15, we have also calculated these limits for
several other redshifts, and we find that they are largely insen-
sitive to z in the range 0.15 < z < 0.25. Outside this range, the
widths of the regions over which the continuum or the trough
counts are summed become small, with a corresponding
decrease in sensitivity.

5. SUMMARY

We have derived the contraints which can be placed on the
density and temperature of the IGM based on ROSAT X-ray
spectra of z &~ 3 quasars, as well as the expected detection
limits based on high-resolution (E/AE 2 100) spectra of z < 0.4
quasars. In order to calculate the X-ray optical depth due to
the IGM, we made the following assumptions: the IGM is
isotropic with no redshift evolution of density Q; and tem-
perature; the heavy-element abundances are independent of
redshift and are uniformly depleted from the “cosmic” abun-
dances of Cameron (1973); the UV-to—soft X-ray background
radiation spectrum scales with redshift as (1 + z)*; and ioniza-
tion equilibrium can be assumed to hold for the heavy ele-
ments. Given these assumptions, we have shown how to
calculate the optical depth due to the IGM as a function of
redshift (z), total mass density (Q,), IGM density (Q;), tem-
perature (T), heavy-element abundance (m), and background
radiation strength (J,,). The calculation of ionization equi-
librium is done entirely within the program CLOUDY.

We find the following about our model of the X-ray optical
depth of the IGM out to high redshift. The ionizing back-
ground radiation, which was not included in previous calcu-
lations of this nature, strongly affects the optical depth.
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Changing the background strength from J,; = 1073 to J,, =
1 decreases the peak optical depth by over a factor of 10. In
addition, the background radiation causes the optical depth to
be nonlinear in Qg, and for J,,; = 1, a factor of 10 decrease in
Q, results in a factor of over 50 decrease in optical depth. Our
calculations reveal that at high redshift the X-ray optical depth
is dominated by the heavy element edge transitions O-K, Fe-L,
Ne-K, and C-K. Below about 10° K, oxygen is the most impor-
tant, while for higher temperature iron is the largest contrib-
utor.

The constraints on IGM temperature and density were
made by choosing representative values for the parameters Q,,
m, and J,, and calculating the optical depth for each quasar
redshift z over an array of values of Q; and T. This optical
depth was incorporated into the X-ray spectral fitting model
for that quasar, and we determined the IGM parameter values
for which the model produced an unacceptable fit. This was
done for the three z ~ 3 quasars PKS 0237 —233, Q0420 — 388,
and OQ 172.

We find that if the IGM density is at the limit allowed by the
standard theory of big bang nucleosynthesis (Q; < 0.026 h2,,),
the X-ray Gunn-Peterson test with high-redshift ROSAT
PSPC spectra can significantly constrain the temperature of
the IGM only for nearly solar heavy element abundances
(m ~ 1). For a temperature of 10° K and m = 0.1, this test
limits the density to Qg < 0.3. Near the IGM density and tem-
perature predicted by CO93, the X-ray optical depth is negligi-
ble (r, < 0.01). Simulated PSPC spectra with up to 100,000
counts were created, and we found that even with such high
signal-to-noise ratio, the test would not be sensitive to the
predicted IGM. We conclude that with the energy resolution
available in ROSAT data, the X-ray optical depth out to high
redshift allows substantial constraint of the IGM only in the
cases of nearly solar heavy element abundance or density near
that required to close the universe.

For low-redshift quasars (z < 0.4) the IGM X-ray optical
depth is generally less than unity and is dominated by sharp
absorption troughs. Constraining or detecting the IGM in this
regime therefore requires high signal-to-noise ratio, at which
point intrinsic deviations from a power-law spectrum are
usually apparent. We have presented a detection method
which minimizes the effect of these uncertainties by avoiding
contaminating edges and lines in the spectrum. Using this
method and two assumed values of the X-ray spectrometer
effective area (20 cm?, equivalent to the AXAF LETGS, and
2000 cm?) we have derived the temperature and density ranges
over which the IGM could be detected. At plausible densities,
the IGM out to z = 0.15 could not be detected with an AXAF
LETGS spectrum equivalent to a 100 ks observation of 3C
273. However, with the large area detector, the IGM could be
detected over a substantial range of temperatures and den-
sities.
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