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ABSTRACT

We present high-resolution (0.5 km s~ !) spectra, obtained with the McDonald Observatory 2.7 m coudé
echelle spectrograph, of interstellar Na 1 D, absorption toward 38 bright stars. Numerous narrow, closely
blended absorption components, showing resolved Na 1 hyperfine structure, are evident in these spectra; such
narrow components appear in both low halo and quite local gas, as well as in gas toward more distant disk
stars. We have used the method of profile fitting in an attempt to determine column densities, line widths, and
velocities for the individual interstellar clouds contributing to the observed absorption lines. The resulting
sample of 276 clouds is significantly larger, and likely more complete, than several previous samples of
“individual ” interstellar clouds, and allows more precise investigation of various statistical properties. We find
that the cloud column density (N) and line width parameter (b) are not correlated, for 0.3 km s ! S b S 1.5
km s ! and 10.0 cm ™2 < log [N(Na 1)] < 11.6 cm ™ 2. The median b is about 0.73 km s~ !, the median log N is
about 11.09 cm ™2, and the median separation between adjacent components is about 2.0 km s~ . All these are
overestimates of the true median values, however, due to our inability to completely resolve all the component
structure present in some cases; even at a resolution of 0.5 km s~ !, we may have discerned only 60% of the
full number of individual components actually present. The one-dimensional dispersion of component velo-
cities, in the local standard of rest, is approximately 8.6 km s~ !; the distribution of velocities is broader and
displaced to more negative velocities for the weaker components. If 80 K is a representative temperature for
the interstellar clouds seen in Na 1 absorption, then at least 38% (and probably the majority) of the clouds have
subsonic internal turbulent motions. The range in N(H 1) observed at a given N(Na 1) increases as N(Na 1)
decreases below about 10'! cm ™2, so that N(Na 1) becomes a less reliable predictor of N(H 1) at low column
densities. These spectra will be quite useful in future detailed studies of these lines of sight with the HST
GHRS echelle—to determine accurate velocities and to reveal the detailed interstellar component structures

that cannot be discerned at the 3.5 km s~ ! resolution available with the GHRS.
Subject headings: ISM: abundances — ISM: atoms — ISM: kinematics and dynamics — line: profiles

1. INTRODUCTION

The initial results from a new survey of the interstellar Na 1
D, line in the spectra of 38 bright stars were described pre-
viously (Hobbs & Welty 1991, hereafter Paper I). The primary
feature of the survey is that it employs the high spectral resolv-
ing power R = A/AJ = 6 x 10°, corresponding to wavelength
and velocity resolutions (FWHM) of Al=10 mA and
Av =05 km s~ ! at the D, line. For sufficiently narrow,
unblended interstellar lines, this instrumental resolution is suf-
ficient to distinguish the two s-resolved hyperfine-structure
(hfs) components of either Na 1 D line, each of which is split by
about 1.05 km s~ ! (McNutt & Mack 1963). More precisely, the
hfs components formed in an individual interstellar cloud char-
acterized by a line width parameter b = (2kT/m + 202)*/? <
0.6 km s~ ! will be partially resolved at this resolution (Hobbs
1969b). Such narrow lines can arise in gas which satisfies simul-
taneously the limits T <300 K and v, <0.3 km s~ !, for
example, where v, is the one-dimensional rms value of a Gauss-

! Guest Observer, McDonald Observatory, University of Texas.
2 Current address: Space Telescope Science Institute, 3700 San Martin
Drive, Baltimore, MD 21218.

ian spectrum of internal “turbulent” velocities. These limits
probably are satisfied in many diffuse interstellar clouds
(Spitzer 1978). Hence, at adequate instrumental resolution,
resolved Na I hfs components should appear widely as an
immediate, uniquely recognizable signature of cold gas, apart
from the obscuring effects of any overlapping lines which might
arise in physically separate clouds with similar radial velocities
along a given line of sight.

The first successful observations of resolved hfs components
of interstellar D lines were achieved with a Michelson interfer-
ometer (R ~ 6 x 10°) by Blades, Wynne-Jones, & Wayte
(1980), in four clouds along the light paths to § Cyg and « Cyg.
Observations of SN 1987A obtained near its maximum bright-
ness by Pettini (1988), also at R ~ 6 x 10°, showed resolved
Na 1 hfs components in several interstellar clouds along that
line of sight. In Paper I, we presented the results of more
extensive observations at the D, line of 43 kinematically dis-
tinct clouds in the directions of six of the 38 stars in our survey,
along with an analysis of the measured line widths. The
absorption lines arising in 13 of the 43 clouds were seen to be
sufficiently narrow and unblended to reveal resolved hfs com-
ponents; an additional 13 clouds showed comparably narrow,
but more strongly blended, hfs components. The results pre-
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sented in Paper I thus suggest that such narrow lines are
common; limits on T and v, further suggest that the three-
dimensional turbulent velocity (3)}/2 x v, is often subsonic if
T ~ 80K.

The present paper describes the results of the complete
observing program for our 38 program stars. The primary
goals of the work are to discern the individual interstellar
absorption components along the chosen lines of sight and to
obtain stringent, rigorous upper limits on the temperatures
and the internal mass motions for the resulting relatively large
sample of individual diffuse clouds. Such limits have hitherto
been particularly difficult to obtain for most single interstellar
clouds. As will be apparent, these very high resolution spectra
exhibit numerous narrow, closely blended components that
were not distinguished even at a resolution of 1 km s™! (e.g,,
Hobbs 1969a). These spectra will be quite useful for intensive
studies of these lines of sight using lower resolution UV data
obtained, for example, with the Hubble Space Telescope/
Goddard High Resolution Spectrograph (HST/GHRS). While
we have probably not resolved all the component structure
present in some of the lines of sight, our sample of 276 inter-
stellar clouds allows more detailed investigation of the dis-
tribution of individual cloud column densities, line widths, and
velocities than has previously been possible.

In §§ 2 and 3, we present a more complete discussion of the
observations, data reduction, and data analysis than was given
for the small preliminary sample presented in Paper 1. In §§ 4
and 5, we discuss the implications of these new high-resolution
data for our understanding of various statistical properties of
the interstellar clouds, of the relationship between Na1and H 1
column densities, and of the physical conditions along some of
the specific lines of sight in the survey. In Appendices A and B,
we give detailed derivations of the oscillator strengths appro-
priate for the individual s-resolved hyperfine components of
absorption lines due to Na 1, K 1, and “Li 1 and of the resulting
absorption line profiles, respectively.

2. OBSERVATIONS AND DATA REDUCTION

2.1. The Program Stars

The stars included in this investigation were chosen both
because they are apparently bright (V' < 4.5 in most cases) and
because the interstellar D, lines in their spectra were known
(primarily from earlier interferometric observations; Hobbs
1969a) to show at least one component of intermediate
strength, as it is generally difficult to determine reliable widths
for line components which are either very weak or strongly
saturated. The 38 stars observed are listed in Table 1. The
Galactic longitude, Galactic latitude, visual magnitude, spec-
tral type, color excess E(B—V), and distance are given in
successive columns for each star; the magnitudes of variable
stars are given to only one decimal place. The entries listed for
32 stars are taken from Hobbs (1969a), where the sources of the
various data were enumerated in some detail. The data for y
Cas, ©° Ori, S Mon, 0> CMa, 1 CMa, and € Ari A were taken
from the same sources (Marschall & Hobbs 1973; Hobbs
1978a, b; Hobbs, Blitz, & Magnani 1986). These various stellar
data have also been compiled independently for 18 of the stars
by Shull & Van Steenberg (1985). A comparison of the values
adopted for a particular star by the two groups may give an
indication of the actual uncertainties in its spectral type and in
the derived reddening and distance. For the immediate pur-
poses of this study, highly accurate values of these stellar data
are not needed, however.

TABLE 1

STELLAR DATA

Star 1 b A% Type E(B-V} Distance
O I (pe)
4 Cas 12334 -0209 24 B05IVe 0.18 180
cAriA 15842 -3231 463 A2V 0.00 70
17 Tau 16610 -2351 3.70 B6 Il 0.02 125
n Tau 16640 -2328 287 B7II 0.03 125
27 Tau 16700 -2315 3.62 BSIII 0.00 125
§Per 15017 -0547 3.01 B5II 0.04 105
¢Per 16217 -1642 285 Bllb 0.31 360
ePer 15721 -1006 2.89 BO0.5 I 0.10 290
o 19253 2332 368 B2II 0.08 450
O 19615 -2434 373 B2II 0.05 450
nOri 20452 -2024 335 BO.5Vnn 0.1l 450
50r 20351 -1745 224 09511 0.08 450
LOri 20932 -1936 277 O9II 0.07 450
€Ori 20513 -1715 169 BOIa 0.06 450
ocOri 20649 -1720 380 095V 0.06 450
¢Ori 20627 -1636 177 0951Ib 0.06 450
kOri 21431 -1830 205 B05Ia 0.04 450
SMonA 20256 0211 47 OF 0.08 920
0*CMa 23533 -0814 301 B3la 0.05 860
rCMa 23811 -0533 440 O91Ib 0.13 1050
pLeo 23453 5246 3.85 Bllab 0.05 950
1Sco 34606 2143 468 Bl5Vn 0.19 170
rSco 34712 2014 291 B1V 0.06 170
rSco 35181 1249 281 BOV 0.05 170
B'Sco 35311 2337 263 BO5V 0.20 170
xOph 35756 2041 44 BL5Ve 0.53 170
¢ Oph 617 2336 256 09.5Vnn  0.32 170
o Oph 3554 2235 207 ASII 0.00 18
102 Her 4725 1826 4.35 B2IV 0.09 300
§Cyg 7842 1015 287 .B95II 0.01 50
PCyg 7549 0119 48 BiPe 0.63 1500
«Cyg 8417 0200 125 A2la 0.09 500
XCyg 7805 -0420 454 B8IV 0.03 155
50Cyg 8802 0058 47 Bl5Ven 021 270
vCyg 8059 -1003 442 B2Ve 0.14 200
TAqr 6559 -4444 464 Bl Ve 0.22 330
oAnd 10212 -1606 3.6 B6Ilp 0.05 120
2And 10230 -1546 504 A2 0.00 19

2.2. The Instrumental Setup

The spectra were obtained with the coudé spectrograph of
the 2.7 m telescope at McDonald Observatory during five
observing runs from 1987 to 1989. All observations were
recorded at the D, line, rather than the D, line, in order to
minimize both the saturation of the interstellar lines and inter-
ference from the telluric absorption lines also present. The
echelle grating was used in the double-pass configuration, with
the 800 x 800 TI2 CCD detector placed at the “scanner”
focus and with grating C used for cross dispersion. This
arrangement allows both high spectral resolution and effective
suppression of scattered light to be achieved (Tull 1972). The
resulting reciprocal dispersion at the D, line is 0.10 A mm 1,
or 0.15 km s~ ! per 2 pixels of the detector, each pixel being 15
um wide. A 90 um entrance slit, corresponding to only 0”21 on
the sky, was used for nearly all of the observations reported
here. This slit width yielded an actual instrumental resolution
(FWHM) of Av =05+ 0.05 km s™!, or a resolving power
R =6 x 10°, deduced from the measured profiles of various
comparison lamp lines, as discussed below. The 2 pixel binning
of the CCD along the dispersion thus yielded a data format
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oversampled by approximately a factor of 3/2. Because of the
narrow slit employed (and the unavailability of an image
slicer), the various exposure times were strongly governed by
the seeing. As a rough benchmark, we note that a signal-to-
noise ratio (S/N) = 120 was achieved for € Ori (V ~ 1.7) in
about 30 minutes in 2" seeing.

2.3. Data Reduction

The initial processing of the CCD frames employed various
IRAF routines to subtract the bias, divide by a normalized flat
field, and remove cosmic rays from the rows occupied by the
stellar spectrum. The one-dimensional spectra were then
extracted using the IRAF apextract routines, usually with
variance weighting. At each wavelength point, the background
at the spectrum was estimated via a low-order polynomial fit
to the regions on either side of the spectrum. A smoothed
version of this derived background spectrum was subtracted
from the stellar spectrum, in order to minimize the contribu-
tion of the background spectrum to the noise in the
background-subtracted stellar spectrum. The accuracy of the
background subtraction was checked via observations of eight
stars whose interstellar D lines are expected to be quite satu-
rated (e.g., because the much weaker Na 1 43302 doublet has
been detected). The corrections required for (and applied to)
those spectra ranged from 0% to 2%. No such correction was
applied to the other 30 spectra, whose background levels may
thus be uncertain by <2%.

The wavelength calibration was established via observations
of a Na/Ne hollow cathode lamp and of an I, absorption cell
illuminated by the tungsten filament lamp used for the flat-field
exposures. Figure 1 shows both a composite I, spectrum, con-
structed from spectra obtained at two different grating settings,
and a single Na/Ne spectrum; the velocity zero point is set at
the rest wavelength of the stronger Na 1 hyperfine component
(5895.9321 A). The numerous I, absorption lines from the
(B-X) system near the Na 1 D lines have been cataloged and
analyzed by Gerstenkorn & Luc (1978, 1979, 1985). The wave-
numbers predicted from their derived set of Dunham coeffi-
cients generally agree with those measured to within about
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0.001 cm ™, or about 0.4 mA or 0.02 km s™! at the D lines
(Sansonetti 1987). We used the measured wavenumbers
(Gerstenkorn & Luc 1978), adjusted for a zero-point offset of
—0.0056 cm~! (Gerstenkorn & Luc 1979). At any given
grating setting, typically five to six well-spaced, unblended I,
lines fell within the 50-60 km s~ ! range observed (Fig. 1); a
linear fit to those lines typically yielded rms errors of about 0.3
mA. For each grating setting, the wavelength zero points
derived from the I, and Na/Ne spectra generally agreed to
within one data point (0.15 km s~ !); the zero point typically
varied by less than about one data point (and at most by three
data points) over the course of any given night. The dispersion,
determined from the fits to the I, spectra, varied by less than
about 0.1% (i.e., less than about 0.06 km s~ ! over the whole
spectrum) during an individual night, and by less than about
0.2% from night to night; an average dispersion was adopted
for several nights for which we had no I, spectra. Many stars
were observed more than once during the course of this survey;
the zero-point differences among such multiple spectra were
always less than 0.5 km s ™!, and were usually less than about
0.2 km s~ !, with no apparent systematic night to night offsets.
Those differences include the uncertainties due to the fitting of
the interstellar line profiles; the velocities in any individual
spectrum are apparently typically accurate to 0.2-0.3kms 1.
The individual wavelength-calibrated spectra were then nor-
malized via fits of Legendre polynomials (generally of order
11-15) to sections free of interstellar or telluric absorption.
Some of those individual spectra exhibited low-level undu-
lations which could have been due to weak, broad interstellar
absorption; those possible weak “features” were generally not
consistent among multiple spectra for the same star, however,
and generally did not correspond to components known from
lower resolution observations of Na 1 or Ca 11. Since multiple
spectra otherwise showed quite good mutual agreement, those
low-level undulations (which occasionally occurred even in
spectra of telluric standard stars) were considered to be spu-
rious, and were normalized out. It is possible, however, that
some genuinely interstellar broad, very weak absorption com-
ponents may have been normalized out in a few cases. Because
the interstellar absorption toward 12 of the 38 stars spans
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F1G. 1.—At the top is a composite 1, absorption spectrum, constructed from spectra obtained at two different grating settings. The narrow (observed
FWHM ~ 0.85 km s~ !), unblended lines used in the wavelength calibration are noted with tick marks. The lines marked P and R are the P(54) and R(59) lines of the
15-2 band, which were used in determining the instrumental resolution. Below is a single Na/Ne emission spectrum, showing the partially resolved hyperfine
structure in the Na 1 D, line. The velocity zero point is set by the wavelength of the stronger D, hyperfine component (5895.9321 A). Note also the slight blueward tail
on the Na 1 emission line, which may be due to a slight amount of charge transfer inefficiency in the TI CCD used for the observations.
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about half, or occasionally more, of the 50-60 km s~ ' range
recorded in a single exposure, some uncertainty exists in each
of those cases in correctly interpolating the continuum across
the regions of interstellar absorption. In most cases, though,
that uncertainty should amount to no more than several
percent. The uncertainty may be larger, however, for the rela-
tively sharp-lined A2 Ia star « Cyg, whose unnormalized
spectra exhibit strong stellar D; absorption. Stellar lines are
not troublesome for the other stars in our sample, as they are
of earlier spectral types and generally have significantly larger
projected rotational velocities.

The individual normalized spectra were then brought to a
common heliocentric velocity scale with a grid spacing of 0.1
km s~ !, with slight additional shifts made in the 21 (of 38) cases
where we had multiple spectra in order to more precisely align
the interstellar absorption lines. Where we had multiple
spectra, the individual spectra were weighted by the inverse of
the rms deviation of the continuum fit, then summed. The
summed spectra were then resampled by adding adjacent
pixels onto a wavelength grid with spacing 0.004 A, or 0.2 km
s~ 1. The S/N and the total equivalent width of the interstellar
D, line which were measured from these final, summed spectra
are listed for each star in columns (2) and (3) or columns (9) and
(10) of Table 2. With one exception (e Ari A), the empirical S/N,
derived from rms fluctuations in the continuum, ranged from
about 45 to 280, with an average value of 105. That average
S/N vyields a 2 ¢ equivalent width limit or uncertainty for
narrow lines of about 0.5 mA (photon noise plus continuum
placement uncertainty), which corresponds to a Na 1 column
density of 5 x 10° cm 2.

When the spectral interval to be observed included absorp-
tion features due to telluric H,O (see, e.g., Hobbs 1978a), stars
with no detectable interstellar Na 1 absorption were observed
as telluric standards in order to gauge the location and signifi-
cance of any telluric absorption. There were no cases of serious
overlap between interstellar Na 1 and telluric H,O absorption,
so features due to the latter have been fitted by Gaussians and
removed from the final spectra. Our spectra are of sufficient
resolution and S/N to also detect and resolve absorption from
telluric Na 1, which is of some current interest due to the use ot
the Na 1 layer for creating laser guide stars in some adaptive
optics schemes. The telluric Na 1 absorption is apparent in
some spectra obtained during the fall (see y Cas, k Ori, and «
Oph in Fig. 2; also in spectra of several telluric standard stars
not shown), but is absent in those obtained during the summer.
Profile fits indicate a maximum column density per unit air
mass (during November) of about 7 x 10° cm~2 and a b-value
of 0.36 + 0.05 km s~ 1, which corresponds to a maximum tem-
perature of about 175 K. Within the uncertainties in the data
and in our adopted instrumental FWHM, these values are in
good agreement with the N(Nov) = (6 + 2) x 10° cm ™2, sea-
sonal variations in N, and T = 200 K derived from lidar obser-
vations of the Na 1 layer (e.g., Megie et al. 1978; Jeys 1991; see
also McNutt & Mack 1963). The geocentric velocities of the
telluric Na 1 lines are all within about 0.3 km s~ ! of zero,
providing additional confirmation of the accuracy of the veloc-
ity zero points. Only in the case of the weak Na 1 absorption
toward a Oph does the telluric Na 1 line interfere significantly
with the interstellar Na 1 absorption (see § 5.1 below).

2.4. Instrumental Resolution

In Paper I, we estimated our achieved resolution as 0.6 + 0.1
km s~ !, based primarily on preliminary analyses of the I, and
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Na 1 calibration spectra. Information obtained since then on
the intrinsic widths of thorium lines in Th/Ar hollow cathode
lamp spectra, and comparisons of some of the Na 1 spectra
reported here with spectra recently obtained with the Ultra
High Resolution Facility (UHRF; ~0.3 km s~ ! resolution) at
the Anglo-Australian Observatory, however, have led to a
more precise estimate for the resolution characterizing the
present data: 0.5 + 0.05 km s~ !, as noted above. This esti-
mated resolution yields consistency among a number of differ-
ent indicators.

Each of the I, rotational lines actually consists of a number
of hyperfine-split subcomponents; differences in the relative
intensities of the various groups of subcomponents lead to
systematic differences in the widths of the lines for even and
odd J” (0.0237 cm ™! and 0.0267 cm !, respectively; Kroll &
Innes 1970). The P(54) and R(59) lines of the 15-2 band lie
quite close to the rest wavelength of the D, line (Fig. 1), and
were observed in all our I, exposures, with average FWHM of
0.82 + 0.05 and 0.87 + 0.05 km s !, respectively. If we assume
that the measured line widths are due to a combination of the
intrinsic hyperfine structure (0.42 and 0.47 km s~1!), thermal
broadening at T ~ 300 K (0.23 km s™!), and instrumental
broadening, we derive an instrumental FWHM of 0.51 + 0.08
km s~ 1. The above intrinsic widths due to hyperfine structure
are strictly applicable to weak absorption lines (t < 0.2); the
instrumental FWHM derived from these somewhat stronger I,
lines may thus be a slight overestimate.

Observations of Th/Ar hollow cathode lamp spectra at
resolutions sufficient to resolve the thorium lines have recently
been obtained using the Kitt Peak National Observatory Solar
FTS (0.24 km s~ ! resolution; Willmarth 1994) and using the
Anglo-Australian Observatory’s UHRF (0.32 km s~ !; Welty,
Morton, & Hobbs 1994b; see also Crawford et al. 1994). The
derived intrinsic (thermally broadened) thorium line widths
(FWHM) were 0.56 + 0.01 km s~! and 0.54 + 0.01 km s~ 1,
respectively. With a slight adjustment to our setup at Na1D,,
we observed the Th 1 line at 5760 A to have a FWHM of 0.76
km s~ . If we assume an intrinsic width of 0.55 + 0.02 km s !
for the line (essentially assuming our Th/Ne lamp to have a
similar operating temperature to the Th/Ar lamps measured at
higher resolution), then that observed FWHM implies an
instrumental FWHM of 0.52 + 0.02km s ™.

Comparisons of the b-values derived from narrow lines in
the present Na 1 spectra with those derived from other Na 1
spectra obtained at comparable or higher resolution (6 Cyg
and o Cyg: Blades et al. 1980; { Oph: Barlow et al. 1994; € Ori:
Welty et al. 1994b) seem to imply an achieved resolution for
these data of about 0.5 km s~ !, or perhaps slightly better. The
observed widths of the telluric Na 1 lines and of the 16328 line
from a He/Ne laser also suggest that the instrumental
resolution could be slightly better than 0.5 km s~ . In view of
these various observations and comparisons, we adopt
0.5+ 005 km s~ ! as the best estimate for our achieved
resolution.

3. RESULTS

3.1. The Spectra

The observed line profiles are shown in Figure 2, where plus
signs represent the observed data and the solid lines give the
adopted multicomponent fit, as described below. The velocity
scale is with respect to the stronger of the two Na 1 D, hyper-
fine components (rest wavelength 58959321 A ; see Appendix
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A); the tick marks above the profiles mark that stronger hyper-
fine component for each interstellar cloud determined in the fit.
At least 29 examples of resolved hfs components are imme-
diately apparent in the spectra; these cases are indicated by a
superscript “a” in column (4) or column (11) of Table 2. Each
such line pair is indeed split by about 1.08 km s, and the
component at the longer wavelength is stronger by approx-
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imately the factor 5/3 which obtains in the optically thin limit.
A comparable number of components are similarly narrow,
but are blended with other components within about 1.5 km
s~ 1. Many of the profiles show subtle but definite asymmetries
and inflections that indicate the presence of multiple, closely
spaced, blended components; such structure has not been dis-
cernible in the generally lower resolution and/or lower S/N

TABLE 2
COMPONENT PARAMETERS

Star S/N W,  Comp o Ny, b Star  S/N W, Comp o N b
(m&) (kms?') (10°em?)  (kms™) (mA ) (kms") (10" em?)  (kms?)
qyCas 150  49.1 1 -7.30 25.5 2.47 nOri 75 1646 1 3.85 19 (0.50)
2* -5.06 17.1 0.61 2 5.06 129 [0.45]
3 -3.72 3.4 0.37 3 [6.20] [230.0] [0.50]
4? -2.79 10.3 0.41 4 8.30] [300.0] [1.15)
5 -1.25 2.1 1.57 5 10.07 109 [0.60]
6 [11.00) 108 [0.80]
€AriA 20 120 1 11.50 72.8 1.39 7 12.90 5.3 [0.60]
2 15.72 164.0 1.51 8 15.17 3.2 [0.50]
9 16.37 4.1 (0.80)
17 Tau 100 184 1 15.80 17.1 1.13 10 24.82 21.7 [0.55]
18.22 3.0 0.59 11 25.38 147 [0.80]
12 27.96 2.6 0.80]
nTau 85 417 1 16.33 63.2 1.10
s0ri 120 426 1 5.55 1.6 1.64
27 Tau 80 689 1 14.36 4.7 [1.00] 2 9.33 6.0 1.89
2 16.19 148.0 0.76 3 1517 2.6 0.88
3 17.37 20.1 0.64 4 21.81 10.0 1.26
4 18.58 4.8 [1.00) 5 24.48 14.0 [1.05]
6% 25.24 8.9 0.49
§Per 135 9.9 1 471 3.3 1.28 7 26.55 5.0 0.40
2 5.93 7.3 0.68
¢ Ori 140 436 1 -1.60 15 1.90
¢Per 50 150.8 1 9.80 4.7 [0.85] 2 1.63 2.4 1.81
2 11.12 52.6 [0.90] 3 8.41 185 0.64
3 [12.24] [300.0] (1.00) 4 11.88 0.6 0.92
4 [13.74] [3750.0] [0.75] 5 18.01 0.7 0.98
5 [14.90] [4000.0] [0.75] 6 [20.70] 0.7 (1.50)
6 (16.35) 69.2 [0.40] 7 23.55 2.7 [0.40]
7 17.27 3.0 [0.40] 8 25.07 10.6 1.09
9 26.55 1.2 [0.40]
ePer 90  89.6 1 4.82 6.7 0.72 10 31.90 1.6 1.60
2 7.03 83.0 0.90 11 33.72 7.9 [0.95]
3 8.60 28.2 (0.80)
4 9.97 36.6 0.70 €eOri 155  139.6 1 2.99 7.7 0.36
5 12.72 L5 1.25 2 4.98 5.4 1.48
6 20.01 18 2.28 3 8.59 5.2 (1.45)
4 11.03 34.1 0.74
»ori 8 631 1 21.01 3.2 0.52 5 12.47 144 0.51
2 23.77 73.9 1.01 6* 14.77 6.5 0.53
3 25.09 15.7 0.57 7* 17.28 18.4 0.49
4 26.41 6.2 0.85 8 18.50 14 (1.00)
5 28.61 3.1 0.71 9 22.75 12.8 0.52
10 23.95 13.2 0.57
o 55 957 1 12.57 6.7 1.35 1* 24.88 52.9 0.51
2 17.33 6.0 1.75 12 26.04 21.5 0.88
3 21.15 27.7 0.67 13 28.13 7.2 0.73
4 23.14 147.0 0.67
5 24.32 30.0 [0.80] cOri 8 1450 1 0.00 5.8 1.93
6 26.74 48 1.24 2 6.31 127 3.94
3 12.11 0.9 0.47
4 19.16 3.6 [1.15)
5 19.95 105.0 [0.65]
6 21.11 39.6 [1.15]
7 24.17 107.0 0.54
8 25.18 21.5 0.47
9 26.08 19.1 [0.95)
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spectra previously available. A few selected profiles are shown
at an expanded velocity scale in Figure 3 to illustrate some of
the subtle structure revealed at the relatively high resolution

INTERSTELLAR Na 1 D, LINES

and S/N of these new spectra (see also Fig. 2 of Paper I).

3.2. Profile Analysis

We have used the method of profile fitting in an attempt to
discern and determine the properties of the individual inter-
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stellar clouds contributing to the observed absorption-line
profiles (Welty, Hobbs, & York 1991, and references therein).
We assumed each distinct cloud to be characterized by a
column density N (with the Na 1 hyperfine levels populated
according to their statistical weights [5/3]), by a bulk cloud
velocity v, and by a Maxwellian internal velocity distribution
described by the line width parameter b (see also Appendices A
and B). We used the minimum number of components needed

TABLE 2—Continued

Star  S/N W, Comp o N, b Star S/N w, Comp Yo N, b
(mA ) (kmsY) (10°em®)  (kms?h) (mA) (kms!)  (10°em?  (kms?)
¢Ori 135 137.1 1 -5.69 5.2 1.12 1Sco 75 1798 1 -19.14 43 (1.00)
2 -1.74 27.6 2.31 2 -16.87 89.8 0.90
3 10.09 8.0 2.60 3 -13.89 426 1.02
4 11.73 2.9 0.45 4 -12.17 10.8 [0.60]
5 13.12 2.0 1.04 5 -8.63 251.0 0.81
6 18.77 7.3 0.9 6 -6.70 64.8 0.68
7 [21.70] 19 (0.75) 7 -5.11 3.1 (1.00)
8 23.18 64.5 [0.54]
9 23.81 26.4 [0.70] 7 Sco 120 40.7 1 -22.18 2.9 1.04
10 26.39 60.1 [0.90] 2 -16.89 13.6 (1.50)
1? 26.45 18.5 [0.35) 3? -15.90 14.6 0.50
4 -14.94 6.0 [0.40]
kOri 110 117.5 1 0.40 17.0 4.25 5 -14.18 38 0.63
2 413 9.2 2.30 6* -12.56 48 0.50
3 17.64 11.1 (1.00) 7 711 2.6 0.90
4 18.19 18.0 0.38
5 19.11 25.6 [0.40] 7Sco 135 41.4 1 [-9.90] 1.9 [0.50]
6 20.67 101.0 [0.75] 2* -8.84 38.0 0.41
7 21.63 21.5 [0.55] 3 -7.89 6.2 [0.50]
8 23.60 11.2 1.03 4 -6.32 4.1 (0.80)
5% -4.45 8.6 0.57
SMon A 55  881° 1? 211 46 0.51
2 5.07 5.7 0.83 B'Sco 125 140.4 1 -23.36 7.0 [0.52]
3 7.15 6.3 [1.20) 2 -22.04 6.8 (2.00)
4 10.48 9.6 [1.50) 3 -15.14 48 (1.50)
5 12.22 6.6 0.58 4 -12.81 28.8 [0.54]
6 14.33 2.4 0.35 5 -10.18 [700.0| (1.00)
7 18.69 7.5 [0.70] 6 -8.34 83.5 [0.80]
8 21.10 17.4 [1.50| 7 -6.82 9.1 [0.75]
9* 23.79 14.1 0.32
10 24.78 27.1 0.61 xOph 90 2038 1 -27.59 1.5 (0.90)
11 26.06 5.6 [0.90] 2 -23.98 33 (0.70)
3 -21.61 13.2 (0.80)
0?CMa 65 289 1 15.95 10.0 3.74 4 -20.58 13.3 [0.45]
2 19.49 4.4 1.03 5 -19.84 9.1 [0.33]
3 26.85 15.7 6.15 6 -18.61 8.4 [1.00]
7 -16.12 7.7 [1.00]
7CMa 45 195.2 1 11.97 2.2 0.77 8 -13.05 150.0 [0.85]
2 15.70 14.4 2.99 9 [11.40]  [13000.0] [0.70]
3 19.40 9.8 0.82 10 [-9.80] [600.0] [0.70]
4 21.97 6.8 [1.00] 11 -8.60 118.0 [0.90]
5 25.09 51.5 1.12 12 -7.00 9.2 (0.80)
6 28.38 11.1 0.71 13* -4.69 2.7 [0.33)
7 30.86 54.5 [0.80)
8 32.60 51.7 [0.85] ¢Oph 200 188.1 1 -28.70 8.5 [1.20]
9 34.30 43.8 [2.50] 2* -28.32 2.1 [0.25)
10 38.92 10.4 (2.00) 3 -26.51 0.9 [0.45]
11 43.08 20.5 1.12 4* -25.89 1.9 [0.35]
12 45.44 17 (1.00) 5 -20.64 7.3 (0.80)
6 -19.08 69.7 0.76
pleo 70 852 1 -12.82 7.3 (1.20) 7 -16.44 125.0 [0.65]
2 -11.16 16.3 [0.60] 8 [-14.95) [5500.0] [0.60]
3 -8.70 18.7 [1.10] 9 |-13.95| [3500.0} [0.40)
4 -7.12 48 (0.80) 10 -12.65 68.9 0.67
5 -4.99 13.0 1.09 11 -11.13 7.7 (0.80)
6* -1.24 12.2 0.44 12* -9.04 5.8 0.40
7 18.26 30.7 0.58
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TABLE 2—Continued

Star S/N w, Comp o N, b Star  S/N w, Comp Yo N, b
(mA ) (kms?)  (10°em?)  (kms™) (mA ) (kms?)  (10°em?)  (kms?)
a Oph 280 2.8 1 -26.15 2.5 [2.15] XCyg 8 1222 1 -21.26 4.4 0.65
2 -22.44 0.3 (1.50) 2 -19.42 4.6 (0.80)
3 -16.39 19.8 [0.65]
102Her 95  68.0 1 -26.54 2.8 (3.00) 4 -15.35 5.7 [0.60]
2 -21.86 12.9 (3.00) 5 -12.24 13.5 [0.65]
3 -19.55 15.2 0.40 6 -10.21 93.7 0.99
4 -18.34 26.4 [0.80] 7 -6.91 3.3 0.63
5 -17.00 11.8 0.81 8* -5.28 25.1 0.49
6 -15.39 16.7 0.61 9 -3.73 15.2 0.55
7 -14.09 0.8 [0.60]
8 -4.19 13 0.95 59Cyg 70 1418 1 -25.32 18 [0.50]
2 -22.11 118.0 0.80
§Cyg 130 202 12 -18.54 29.6 0.42 3 -20.14 29.9 0.50
4 -11.76 24.7 [0.57]
PCyg 90 389.1° 1 -24.38 38 [0.60] 5 -10.33 22.6 0.76
2 -22.24 118 (1.00) 6 -9.63 70.9 [0.45]
3 -19.64 [225.0] [0.90] 7 -8.94 29.7 [0.50]
4 -17.11 [387.0] [0.85] 8 -7.60 2.8 (1.00)
5 -14.69 [189.0] (1.00]
6 -12.74 [172.0] [0.80] vCyg 120 775 1* -24.20 8.5 0.54
7 -11.04 [180.0] [0.50] 2* -21.59 9.3 [0.55]
8 -9.90 [300.0] [0.50] 3 -19.97 5.7 [0.65]
9 -8.50 [378.0| [1.10] 4 -16.91 14.3 111
10 -6.10 88.3] [1.20] 5 -14.20 38 [0.65]
11 -4.40 29.8 [0.70] 6 -12.90 62.7 0.86
12 -3.16 9.9 [0.90] 7 -9.71 1.8 (1.00)
13 -0.91 105 [0.90]
14* 0.10 20.8 0.43 TAqr 55 2208 1% -17.12 16.6 0.38
15 1.14 5.9 (0.80) 2 -13.66 79.5 [1.60]
16 2.29 4.9 [0.70] 3 -12.11 26.7 (0.80)
4 -11.01 53.5 0.87
@ Cyg 180 2404 1 -21.79 156.0 0.58 5 -7.53 33.4 [0.50]
2 -20.78 22.2 0.39 6 -5.63 195.0 [1.00]
3 -13.22 123.0 0.54 7 -1.75 36.5 0.87
4 -11.99 47.4 [0.70] 8 -0.23 18.0 0.58
5 -9.54 38.5 0.47
6* -8.22 67.7 0.58 oAnd 120 189.2 1 -20.55 55.2 0.51
7 -6.00 27.6 1.62 2 -19.77 84.0 [0.75)
8 -3.85 108 0.46 3 -18.16 2.1 (0.80)
9* -2.78 30.3 0.40 4 -13.46 32 [1.15]
10* 1.33 29.6 0.38 5 -10.63 48.4 1.02
11 5.53 0.9 0.44 6 -8.47 192.0 0.80
7 -6.41 119.0 0.93
8 -4.01 4.4 (0.60)
9 -3.54 2.7 [0.35]
2And 55 35.0 1 -10.02 10.9 0.57
2 -7.98 343 0.93

NoTte—Parameters enclosed in parentheses and brackets were fixed in the profile fitting. Those in brackets are about as well determined as the
parameters which were allowed to vary; those in parentheses are less well determined.

® Component displays immediately recognizable hyperfine structure.

b Additional Na1absorption is present outside the velocity range observed in this study.

to adequately fit each profile—i.e., such that the rms deviation
between the data and the fitted profile was comparable to the
previously determined continuum rms and such that there
were no “obvious ” additional components needed. In general,
all three parameters (N, b, v) for each component were allowed
to vary in the iterative nonlinear least-squares fit to the
observed profile; some parameters were occasionally held fixed
at “reasonable ” values in order to facilitate convergence of the
fit, however. In a few cases of very strong lines (¢ Per, # Ori,
Sco, y Oph, { Oph, P Cyg), parameters were constrained via

information from the weaker Na 1 13302 doublet (Crutcher
1975; Hobbs 1978b; Meyer & Roth 1991; Crawford 1992), the
A7698 line of K 1 (Hobbs 1974a; Welty et al. 1994b), or other
transitions observed at high resolution and S/N (e.g., the CN
A3874 line toward { Oph observed by Lambert, Sheffer, &
Crane 1990). The scaling of Na 1 column density from K 1
column density is somewhat arbitrary (though reasonable) for
a few of the most blended components in several of those lines
of sight. Table 2 presents the parameters for the adopted line
profile fits. Successive columns give the star name, continuum
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S/N, total equivalent width, component number, heliocentric
velocity, column density, and b-value. The parameters held
fixed in the fitting are enclosed either in parentheses or in
square braces. Those in braces are thought to be determined
about as well as those parameters which were allowed to vary,
while those in parentheses are somewhat less well determined.

Our initial fits assumed a Gaussian instrumental function.
We found, however, that the two hyperfine subcomponents
due to apparently single, cold, isolated clouds (e.g., toward 6
Cyg) were not fitted well in detail, and that the cores of some
strong lines seemed to be asymmetric in the wrong sense (i.e.,
weaker absorption toward the red), inconsistent with the rea-
sonable assumption of a 5/3 population ratio for the two hfs
levels. In addition, the Na 1 lamp lines showed a slight blue-
ward tail (Fig. 1), suggestive of a slight asymmetric tail in the
instrumental function. These effects may plausibly be attrib-
uted to a slight amount of charge transfer inefficiency, which is
known to afflict other TI CCDs. Addition of a slight asym-
metric tail to our instrumental function noticeably improved
the fits to isolated narrow hyperfine pairs and to the cores of
some of the strong lines. We note, however, that the number of
components needed to adequately fit a given profile was not
changed, and that the derived component parameters were not
much changed—the main effect was to slightly lower the b-
values (by several hundredths ofakm s~ for b < 0.6kms™1).

Even with the use of a modified instrumental function, many
of the stronger absorption features were still not fitted well in
the cores, however. Furthermore, for spectra with S/N > 50,
no strong feature with total N 2 7 x 10*! cm~2 could be ade-
quately fitted with a single component—either at the edges or
in the core. Such strong features are likely to be made up of
multiple narrow, closely blended line components that cannot
be unambiguously disentangled even at our resolution and
S/N. The combined effects of our finite resolution (0.5 km s~ 1)
and the Na 1 D, hyperfine splitting (1.08 km s~ ') make it
increasingly difficult to resolve components separated by less
than about 0.8 km s~ !, especially for strong lines. Alternative-
ly, our assumption of a Maxwellian internal velocity distribu-
tion for each individual component could be invalid for these
strong features. Observations of weaker lines (e.g., Na 1 13302,
K 117698), at comparably high resolution and S/N, are needed
to better defne the component structures in such cases.

Formal uncertainties in the fitted parameters may be esti-
mated via the diagonal terms in the matrix inverted to calcu-
late parameter increments as the fit converges, under the
assumptions that (1) the component structure has been accu-
rately determined, (2) the fit has converged, and (3) the rms
deviation betwen the data and the fit is representative of the
noise present in the data. For relatively narrow, isolated lines
of moderate strength, those formal (roughly 1 ¢) uncertainties
are typically a few times 10° cm ™2 for N (as expected from the
equivalent width uncertainties), and a few hundredths of a km
s~! for b and v. For stronger, wider, and more blended lines,
the uncertainties in N are typically 5%-20% ; the uncertainties
in b and v are typically 0.1-0.3 km s~ . For the strongest lines,
uncertainties in the actual component structure are likely to be
dominant. Additional systematic errors, due to errors in the
adopted background level, in the continuum fit, and/or in the
adopted instrumental FWHM, are also possible, but are likely
to be minor in most cases. The 0.05 km s~ ! uncertainty in the
adopted instrumental FWHM, for example, implies an uncer-
tainty in the b-values derived from fitting the line profiles of
0.03 and 0.01 km s~ ! for b-values of 0.4 and 0.8 km s~ 1,
respectively.
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3.3. Comparisons with Other Work

In Paper I, we made preliminary comparisons of our new
data (for six lines of sight) with two previous high-resolution
studies; we now extend those comparisons to our full sample.
We have observed all three of the stars (n Tau, § Cyg, and «
Cyg) reported by Blades et al. (1980), who used a Michelson
interferometer at a resolution of about 0.5 km s~ . For the
isolated, well-determined components in those three lines of
sight, the velocities agree to within 0.1 km s ™1, our b-values are
smaller by several hundredths of a km s~ !, and the column
densities agree to within about 15%. The agreement is well
within the uncertainties of both studies. The details of the com-
ponent structure derived for the blended features in the spectra
of « Cyg are somewhat different in the two studies, however,
and we do not require a second, weaker component toward 7
Tau. These differences are likely due to several factors: the
intrinsic difficulty in unambiguously determining component
structures for unresolved blends, combined with the differences
in instrumental profile, S/N achieved, and (possibly) degree of
telluric contamination in the two studies.

Most of the stars in this survey had been observed pre-
viously by Hobbs (1969a, 1976, 1978b) with the PEPSIOS
interferometric scanner at a resolution of approximately 1 km
s~! (estimated by comparison with the present data); lower
resolution data often were available as well. With only a few
exceptions (notably 1 Ori), the total equivalent widths agree
within their mutual 2 ¢ uncertainties. Discrepancies can gener-
ally be ascribed to differences in the continuum determination
(some of the PEPSIOS spectra have limited spectral coverage
and/or poorer S/N), to the presence of telluric lines in some of
the PEPSIOS scans, or to limitations in the present spectral
coverage. The apparent —0.5 km s~ ! difference (new minus
PEPSIOS) in the velocity zero points between the two studies,
noted for the six stars in Paper I, is confirmed for the full
sample presented here. For 41 comparisons between high-
resolution data (new D, vs. old D, and/or D,), the apparent
offset is —0.58 + 0.35 km s~ 1. No systematic trends have yet
been identified (e.g., with brightness, night observed, hour
angle); at least part of the offset may be due to differences in
illumination of the circular PEPSIOS entrance aperture for the
stellar and wavelength calibration scans, however. The velocity
scales seem to be consistent, apart from the case of « Cyg noted
in Paper L.

Three stars in our sample (y Cas, § Per, n Tau) have also
been observed by Welsh, Vedder, & Vallerga (1990) and Welsh
et al. (1991) at a resolution of about 2 km s~ and fairly high
S/N. For each of those three stars, the velocity zero points
agree within 0.5 km s~ ! between the two studies, with no
apparent systematic offset. Given our higher resolution (by a
factor ~4), we can discern additional components toward y
Cas and 6 Per; the statistics of component width and separa-
tion determined from the present survey (discussed below)
suggest that additional unresolved component structure is
likely to be present in a number of the other stars in the Welsh
et al. sample. Finally, a plausible uncertainty in their instru-
mental FWHM of 0.1 km s~ ! would imply uncertainties in
their derived b-values of 0.15-0.28 and 0.08-0.10 km s~ !, for
b =04 and 0.8 km s™, respectively, so that our derived b-
values should be much more reliable forb < 1 kms™ L.

3.4. Parameter Statistics

Of the 276 individual interstellar cloud components listed in
Table 2, 38 have b-values that were essentially arbitrarily
(though not unreasonably) fixed in the profile fitting. The
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remaining 238 clouds constitute our primary sample for deter-
mining the statistics of various component parameters. The
sample does reflect some selection biases—many of the lines of
sight were chosen for having at least some relatively narrow,
isolated components (though most such lines of sight also had
additional components which did not meet those criteria), and
the use of Na 1 introduces a bias toward the colder, denser
clouds where Na 1is most likely to be found. It is also possible
that some of the absorption components are due to circumstel-
lar, rather than interstellar material (see the discussion of o
And in § 5.2 below). The sample also is probably not a full
enumeration of the clouds producing detectable Na 1 absorp-
tion along the 38 lines of sight, as will be discussed below
(§ 4.2.3). Although the derived component structures thus may
not be absolutely correct in some individual cases, the total
sample of “individual ” interstellar clouds presented in Table 2
is both larger and likely more complete than most previous
such samples (due to the very high resolution and relatively
high S/N achieved for our spectra), and it does allow signifi-
cant improvements over previous efforts to determine the sta-
tistical characteristics of interstellar clouds (see § 4.2 below).
Figure 4 shows the distribution of column density (log N)
versus line width parameter (b); Figures 5 and 6 show, respec-
tively, the individual distributions of b and log N. The solid
histogram line in Figure 5 refers to the primary sample (defined
above); the dotted line in Figure 5 and the solid line in Figure 6
refer to the full sample. Two additional scales near the top of
Figure 5 denote the maximum values of the temperature (T,,,,)
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and one-dimensional rms turbulent velocity (v, ,,,) allowed for
a given value of b = [(2kT/m) + 2v?]'/?; a third scale shows v,
for an assumed representative temperature of 80 K. The
dashed lines in Figure 5 mark the b-values corresponding to
our instrumental resolution (FWHM), to the case where (3)!/2
x v, equals the isothermal sound speed (v, ~ 0.7 km s~ 1) at
T = 80 K, and to the typical resolutions of IMAPS (2km s~ !;
Jenkins et al. 1989) and of the HST GHRS echelle (3.5 km
s 1); note that FWHM ~ 1.665 x b. Only six clouds with log
N > 12.8 cm ™2 and seven clouds with b > 2.6 km s™! have
been excluded from these figures.

Inspection of Figures 4 through 6 immediately yields a
number of qualitative observations. First, log N and b do not
seem to be correlated, at least for the ranges in N and b
sampled here. A range in log N seems to be possible for most
values of b < 1.5 km s~ 1, and vice versa. The median b for the
primary sample is 0.73 km s~ 1, slightly larger than the value
most often observed (~0.55 km s~ !); the median log N for the
full sample is ~11.09 cm~2. The maximum possible value for
the one-dimensional turbulent velocity v, is typically 0.5 + 0.3
km s~ 1. The apparent lack of narrow (b < 0.4 km s~ !) com-
ponents for log N 2 11.6 cm ™2 is probably due to our inability
to disentangle the multiple narrow components contributing
to the stronger absorption features. That inability to resolve
closely blended components may also contribute to the com-
parative dearth of weak components (log N < 10.2 cm ™ 2) for
all b, though that value of log N is also close to the detection
limit for our lower S/N spectra. The median values of b and
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F1G. 4—The distribution of log N(Na 1) vs. b for the individual cloud components determined in the profile fits. An “0” indicates that b was fixed somewhat
arbitrarily in the fitting; an “ x ” indicates that b was either varied or else fixed, but well determined. Only six points with log N > 12.8 cm~2 and seven points with
b > 2.6 km s~ ! are not included. Typical formal 1 ¢ errors in b range from a few hundredths of a km s~ ! for narrow and/or relatively isolated lines to 0.1-0.3 km s ™!
for wider and/or more blended lines. Corresponding errors in log N are less than 0.1 (dex) in nearly all cases, and are usually substantially less than that. There is no
apparent correlation of the two parameters; the lack of points withb < 0.6 km s™* for log N 2 11.6 cm~2 and with small log N for all b is likely due to the inability

to resolve closely blended lines.
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FIG. 5.—The distribution of the line width parameter b for the individual cloud components determined in the profile fits. The solid histogram corresponds to the
primary sample of 238 clouds (both varied and fixed but well determined b); the dotted histogram corresponds to the full sample of 276 clouds (including the
somewhat arbitrarily fixed, and thus less well-determined b). The additional scales at the top show the maximum temperature (T,,,,) and one-dimensional rms
turbulent velocity v, ,,, permitted for a given value of b, as well as the v, for a “representative” temperature of 80 K. The dashed lines show the b-values
corresponding to the instrumental resolutions (FWHM) of this study, of IMAPS, and of the HST GHRS echelle, and to a Na 1 absorption line having (3)!/? x v,
equal to the isothermal sound speed (v, = 0.7 km s™*) at T = 80 K. The median b-value for the primary sample is 0.73 km s~ ; the number of b-values below 0.4 km
s~ ! is likely underestimated, however, due to our inability to resolve some narrow, closely spaced blends, so that the true median is likely somewhat lower. It will
thus be difficult for either IMAPS or the GHRS to determine reliable b-values for many interstellar clouds. At least 38% (and likely a majority) of the clouds in the
primary sample are characterized by subsonic internal turbulent motions if T ~ 80 K ; the fraction will be higher if some clouds are warmer.
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Fi1G. 6.—The distribution of log N(Na 1) for the individual cloud com-
ponents determined in the profile fits, for the full sample of 276 clouds. The
median log N is 11.09 cm ~2; the number of weaker components has likely been
underestimated, due to unresolved blends and to our detection limits, however,
so that the true median is likely somewhat lower. The dashed line notes the 2 ¢
detection limit for a narrow line at S/N ~ 50.

log N noted above are thus likely to be overestimates of the
true values.” - :

Figure' 7 shows the distribution of velocity differences
between adjacent components. The range in v plotted empha-
sizes the statistics of component separations on relatively short
scales; an additional 23 values of dv, ranging from 5.0 to 19.5
km s™!, are omitted from the top panel of the figure. More
than 85% of the adjacent component separations are less than
4.0 km s~ !; the median observed separation for the full sample,
2.0 km s, is likely an overestimate of the true median,
because of unresolved blends. The unresolved structure present
(particularly) in many of the stronger absorption features prob-
ably accounts for the apparent fall-off in the distribution for
v < 1.0 km s~ ! The dashed lines indicate the resolutions
(FWHM) achieved in this study, by IMAPS, and by the HST
GHRS echelle; we also note the magnitude of the hyperfine
splitting.

4. DISCUSSION

4.1. Need for High Resolution

Although the many strong absorption lines due to dominant
neutral and singly ionized species present in the UV allow the
detection of neutral interstellar clouds with much smaller total
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FiG. 7—The distribution of the separation between adjacent components
as determined in the profile fits, for the full sample of 238 differences; 23 points
with v 2 5.0 km s~ are not included in the linear histogram at the top. The
dashed lines mark the instrumental resolutions (FWHM) of this study, of
IMAPS, and of the HST GHRS echelle; the latter two will be unable to resolve
much of the structure seen in here in Na 1. The magnitude of the Na 1 hyperfine
splitting is also marked. More than 85% of the separations are less than 4.0 km
s~1; the median separation for the full sample, 2.0 km s~ !, is likely an overesti-
mate. The logarithmic plot at the bottom shows that the distribution of separa-
tions (binned by 0.5 km s™!) is well fitted by an exponential (dotted line), as
would be expected for uncorrelated component velocities, between about 1.0
and 6.0 km s~ !. The falloff in the distribution below about 1.0 km s ™! indicates
that we have not resolved most of the component blends withév < 1.0 km s~ *;
we may have detected only about 60% of the true total number of individual
clouds above our detection limit along these lines of sight. The enhanced “tail ”
above about 6.0 km s™! indicates that the underlying distribution of com-
ponent velocities is more complex than a single Gaussian.

hydrogen column densities than is possible with the lines avail-
able in the optical, no UV spectrograph has had sufficient
resolution to discern the detailed component structure seen in
these Na 1 spectra. The b-values inferred from curve of growth
abundance analyses of lower resolution (15-25 km s~!) UV
spectra are typically greater than 3 km s~! (e.g,, Jenkins,
Savage, & Spitzer’s 1986 Copernicus survey), and must gener-
ally reflect the velocity spread of multiple components along
the various lines of sight rather than individual cloud
absorption-line widths. While the resulting total line of sight
abundances can be reasonably accurate (Jenkins 1986), most
component to component variations would not be discernible.
Even the detailed profile analyses of high S/N Copernicus data
that make use of multiple transitions (e.g., Ferlet et al. 1980;
Martin 1981; Martin & York 1982) cannot, in general, dis-
tinguish individual interstellar clouds; the derived b-values
(often 2-3 km s~ ') and the derived component separations
(usually 6-10 km s~ ') seem more representative of the com-
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ponent blends seen here in Na 1. We note that there is consider-
able overlap between the lines of sight inclued in this Na 1
study and in the UV studies referenced above.

With accurate knowledge of the relevant instrumental
profile and with high S/N spectra, one can obtain reliable b-
values to perhaps one-fourth the instrumental FWHM when
the component structure is well determined; with multiple
transitions and sufficiently well-determined wavelengths, one
can discern subcomponent structure to perhaps 1+ the FWHM.
Thus even the HST GHRS echelle (FWHM ~ 3.5 km s~ 1;
wavelength uncertainties 21 km s~') would not be able to
discern much of the component structure present in this Na 1
sample, nor would it allow accurate individual line widths to
be determined in most cases. IMAPS (FWHM ~ 2 km s~ 1)
will do somewhat better, if higher S/N can be achieved, but will
also fail to discern and characterize the narrowest, most
blended components. Comparison of our D, profile toward y
Cas with that of Welsh et al. (1990), the latter obtained at 2 km
s~ ! resolution and high S/N, provides a particularly instruc-
tive illustration—Welsh et al. fit two components to their D,
and D, spectra, but at least five are discernible in our D,
spectrum shown in Figure 2. Jenkins et al. (1989) and Joseph &
Jenkins (1991) were able to infer the presence of unresolved
component structure from IMAPS spectra of n Sco, but could
not determine column densities, b-values, or velocities for the
individual components. Of course, both the GHRS and
IMAPS should accurately characterize components that are
both relatively isolated and intrinsically broad (i.e., warm
and/or turbulent), as may be the case for much of the (halo) gas
toward HD 93521 (Spitzer & Fitzpatrick 1993) and perhaps for
clouds in the very local interstellar medium (e.g., Bertin et al.
1993). We note, however, that narrow, closely spaced Na 1
components seem to be common and ubiquitous; they appar-
ently can be present both in halo lines of sight (e.g., p Leo; SN
1987A [Pettini 1988]) and toward relatively nearby stars (e.g.,
o Cyg, 2 And), as well as toward more distant disk stars.
“Individual component ” comparisons of column densities, b-
values, and velocities, as well as attempts to apply shock
models to various lines of sight by identifying pre- and post-
shock components, must be viewed with some caution, when
the relevant spectra have been obtained at resolutions poorer
than about 1 km s~ ! (see also Black & van Dishoeck 1988).

It is clear from' Figures 4-7 that high-resolution ($1 km
s~ 1) observations- of multiple transitions spanning a range of
strengths will be needed for detailed understanding of the
neutral interstellar medium along most lines of sight. For
example, new high-resolution (0.3-1.2 km s~ ') spectra of the
Ca 11 K line have recently been obtained for many of these lines
of sight (Welty et al. 1994b). While there is good correspon-
dence between a fair fraction of the (independently fitted) Na 1
and Ca 11 components, there are numerous cases where the lack
of good correspondence may indicate the presence of still unre-
solved component structure in one or both of the species.
Comparisons of the Na 1 and Ca 11 data with GHRS echelle
spectra, for a few of these lines of sight, seem to indicate good
agreement between (1) the relative abundances of Na 1 and
other trace neutral species such as Mg 1, S 1, Fe 1, and Si 1; and
(2) the relative abundances of Ca 11 and some of the dominant
ionization states of depleted elements (e.g., Fe 11, Ni 11, Cr 11, and
Si 1); within the uncertainties due to the lower resolution and
S/N of the GHRS spectra (Lauroesch et al. 1994; Welty et al.
1994a). The use of very high resolution optical spectra to define
the underlying component structure and the application of
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profile analysis techniques to IMAPS and GHRS echelle
spectra may thus (finally) yield reliable information about the
properties (and variations thereof) of many individual inter-
stellar clouds.

4.2. Statistical Properties of Interstellar Clouds

Maps derived from the emission observed from different
constituents of the interstellar medium such as dust (IRAS)
and various molecules (e.g., 12CO and its isotopomers) reveal a
complex, hieracrchical structure on all scales yet explored (e.g.,
Scalo 1990). Condensations are found embedded in filaments
and sheets, which are in turn embedded in more tenuous
material; temperature gradients must exist—the traditional
picture of “standard ” spherical, isothermal clouds would seem
to bear little semblance to such observations. The multiple,
blended components found (and suspected) in this survey at
high spectral resolution and S/N—especially for higher column
density features—may be a further manifestation of that com-
plexity. Nonetheless, the absorption-line (and emission-line)
data in many cases do reveal more or less separable features
which can be described by a few parameters such as line width,
column density, and line position; the statistics of these param-
eters, for large enough samples and for several different tracers,
should provide useful constraints which would need to be
satisfied by models of the interstellar medium.

4.2.1. Component Velocity Distribution

The observed shape and dispersion of the distribution of
interstellar cloud velocities, with respect to the appropriate
local standard of rest (LSR), can provide constraints for
dynamical models of the interstellar medium. Spitzer (1968)
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has summarized early attempts, using 21 cm and low-
resolution optical absorption-line data, to determine the cloud
velocity distribution. Falgarone & Lequeux (1973) used both
21 cm absorption data and the high-resolution Na 1 spectra of
Hobbs (1969a) to derive an overall one-dimensional velocity
dispersion of 6.4 km s~ !, consistent with its value for several
ranges in galactic latitude and D-line strength. Dickey, Salpe-
ter, & Terzian (1978), from a sample of 66 H121 cm absorption
components, found both an excess of negative velocity com-
ponents at both high and low latitudes and a larger velocity
dispersion for the weaker components.

In Figure 8, we show the distribution of log [ N(Na 1)] versus
visr for 270 of the 276 clouds in our full sample; values of the
mean velocity (v)> and of the dispersion (v?>)>!/? are given in
Table 3 along with similar results from Falgarone & Lequeux
and Dickey et al. Figure 9 shows the distribution of v; g for the
full sample and for two ranges in log [N(Na 1)]. The LSR
velocities have been corrected for differential galactic rotation
using Av = A x d x sin (2I) x cos? (b), where we have used 15
km s~ ! kpc~! for Oort’s constant 4 and have assumed a cloud
distance d of half the distance to the star for each line of sight.
We note that the mean and dispersion for the subsample of
stars closer than 500 pc (chosen to minimize possible errors in
the correction for differential galactic rotation and for com-
parison with Falgarone & Lequeux’s values) are only slightly
smaller than those for the full sample. The break point at log
[N(Na1n] = 11.3 cm 2 between “large” and “small” clouds in
Table 3 and Figure 9, chosen by inspection of Figure 8, corre-
sponds to log [N(H 1)] ~20.1 +0.5 cm~2 (Ferlet, Vidal-
Madjar, & Gry 1985; see § 4.3 below); Dickey et al.’s division
at (1 — e™® = 0.1 corresponds to log [N(H 1)] ~ 19.85 cm 2
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F1G. 8—The distribution of log N(Na 1) vs. v, for the individual cloud components determined in the profile fits. The velocities have been corrected for
differential galactic rotation assuming the clouds to be at half the distance to the stars. The mean velocity for the full sample is ~ —0.7 km s~ !; the velocity dispersion
for the full sample is 8.6 km s~ *. The distribution of velocities is both broader and shifted to more negative velocities for the weaker components.
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-30 -20 -10 0 10 20 30 all components 227 -0.52 8.14
: : : l , , H I (DST 1978)
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H I (FL 1973)
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Z 10 |— —
Na I (FL 1973)
B i 7(D,) > 0.2 6.9
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- Falgarone & Lequeux 1973.
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N {v) and {¥*)/? are dependent both on the set of lines of sight
R0 = log N(Na I) < 113 — chosen and on the range of cloud column densities included;
our values are somewhat higher than those derived for Na 1 by
5 L i Falgarone & Lequeux because we observed more of the more
2 complex lines of sight in the Hobbs (1969a) sample and also
ER because our velocity coverage was somewhat better (enabling
= 10— 7] more reliable detection of weak, outlying components). The
probable incompleteness of our sample suggests that our
= . values for {v2)>/? are overestimates of the true values, as most
of the additional missed components are likely to be hidden in
o T T T . = ) the stronger components at relatively low | v, g |.
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corrected vz (km s ')

F1G. 9.—The distribution of component velocities, with respect to the local
standard of rest and corrected approximately for differential galactic rotation.
At the top is the distribution for the full sample; in the middle is the distribu-
tion for the components with log [N(Na 1)] > 11.3 cm™2; at the bottom is the
distribution for the components with log [N(Na 1)] < 11.3 cm ™2, The distribu-
tion of the stronger components is both narrower and centered at slightly more
positive velocity, compared to the distribution of the weaker components.

(Payne, Salpeter, & Terzian 1983); Falgarone & Lequeux’s
limits on t(D,) > 0.2 and 0.6 correspond to log [N(Na 1] 2
10.6and 11.1 cm ™2,

In agreement with Dickey et al., we find that the larger
clouds have a slightly larger mean velocity and a significantly
smaller velocity dispersion than the smaller clouds. While the
asymmetric tail to negative velocities (due primarily to the
smaller clouds) seen in Figure 9 could suggest that those clouds
are associated with and accelerated by the mostly early type
stars in our sample, that would not explain the concordant
result from Dickey et al.’s 21 cm sample, The exact numbers for

The widths of individual absorption (or emission) features
can yield information concerning the temperature and internal
motions in the corresponding interstellar clouds—with signifi-
cant implications for the chemistry and energetics. For lines of
comparable strength, comparison of two species with similar
atomic weight can yield information on their relative spatial
distribution, while comparison of two (assumed) coexistent
species of different atomic weight can allow some measure of
the temperature and internal turbulent motions to be separ-
ately determined. Radio observations of various molecular
emission lines offer the advantages of very high resolution (e.g.,
R 2 107 for recent observations of HC;N by Fuller & Myers
1993) and spatial mapping, but can typically probe only the
coldest, densest regions; the different beam sizes used for differ-
ent species can also make comparisons difficult. Absorption-
line observations can probe more diffuse objects, with the same
(very small) beam size; most existing data do not have the
required high spectral resolution and/or S/N to reliably isolate
distinct individual components, however.
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Payne et al. (1983) have analyzed sensitive H 1 21 cm
emission/absorption data obtained with the Arecibo radio tele-
scope at a resolution of 0.25-0.50 km s~ ! for a number of lines
of sight at b 2 5°. They decomposed the derived absorption
profiles into Gaussian components, then examined the sta-
tistical properties of the resulting sample of interstellar clouds,
each characterized by a maximum optical depth z,,,,, a corre-
sponding harmonic mean temperature T,;, corrected for “not
strongly absorbing” gas, an observed FWHM, and a
“nominal” column density N. For 50 clouds with 0.02 <
Tmax < 1.0, they found (1) T,;,,=(5+7 K)x[1—exp
(= Tmax)] ~©34£099) " with a scatter of about a factor 2; (2)
FWHM,,, ~ (1.3 £ 0.5) x FWHM,; .,...1» independent of t,,,;
and (3) the probability of observing N greater than some N, is
proportional to N, %82, As discussed by Heiles & Kulkarni
(1987), the median cloud in the sample has 7,,,, = 0.07, T,;, =
135 K, and N = 0.6 x 102° cm~2; the limits on t,,, corre-
spond to 0.32 x 102° cm 2SN <22 x 10%° cm~ 2 and
208 K = T,;, = 64 K. For that range in temperature, we can
further derive 1.9 km s ! 2 byerma = 1.0 km s™!, 40 km
s ' 2FWHM,,, 223 km s !, and thus 1.0 km s™! 2 v, =
0.6 km s~ ! If Na 1 and H 1 are characterized by the same
temperature and turbulent velocity in these clouds, then for
Na 1 we would have 0.4 km s ™! 2 by ermar = 0.2 km 571 and
L.5kms™! 2 b, = 0.9 kms™ 1. The H 1 line widths would be
dominated by thermal broadening, while the Na 1 line widths
would be strongly dominated by internal turbulent motions.
We note, however, that both the FWHM and the component
separations derived in Payne et al’s Gaussian decomposition
of their H 1 profiles are larger than the typical line separations
found in this Na 1 study, and that the predicted Na 1 b-values
are larger than most of those measured in our spectra. Our
observed median log [N(Na 1)], likely an upper limit to the true
median, corresponds to log [N(H,)] of 19.9 + 0.5 cm™?2
(Ferlet et al. 1985), and may be consistent with the median log
[N(H 1)] ~ 19.8 cm ™2 determined by Payne et al.

The differences in cloud properties as determined from H 1
and Na 1 observations are likely due to a combination of two
effects. Part of the difference in the widths of the H 1and Na 1
components may be due to differences in the spatial distribu-
tion of the two species. Since Na 1is a trace ionization stage in
H 1 regions, its abundance is proportional to the square of the
local hydrogen density, and thus it will be concentrated in the
colder, denser portions of the clouds. The H 1 will typically be
more extensively distributed than the Na 1; the larger H 1 line
widths might thus reflect an increased range of turbulence
and/or a higher average temperature in that larger region. In
addition, we suspect that the large thermal broadening for H 1,
due to its small atomic weight, may have hidden significant
subcomponent structure in the H 1 absorption profiles
analyzed by Payne et al, even though their resolution was
somewhat better than that achieved in this Na 1 study. If the H
1 absorption profiles contain unresolved substructure, then
both the FWHM and the turbulent contribution to the H 1 line
widths derived from Payne et al’s absorption-line profile fits
will have been overestimated. Since the widths of H 1 emission
lines are typically larger than those of the corresponding
absorption lines, (likely) due to temperature variations and the
larger effective beam size for the emission observations (e.g.,
Liszt 1983), attempts to derive component structures from 21
cm emission profiles would be even more severely affected. The
presence of unrecognized substructure in the H 1 profiles would
also imply that the distribution of H 1 column densities is
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actually steeper than N ~°-#2, Deriving an H 1 column density
distribution from our Na 1 data, however, would require a
better knowledge of the ratio of the two species than is current-
ly available (see § 4.3 below).

Hobbs (1974b) presented distributions in b and N for 37
clouds seen in K 1 absorption, observed at a resolution of
about 1.2 km s~ !, along 17 lines of sight. For that sample, he
found a mean b of 1.48 km s~ ! and a mean log [N(K 1)] of
about 11.3 cm ™2 A number of the “single” clouds in that
sample can now be shown to consist of at least two closely
blended components, however, so that the true mean b will be
significantly smaller than 1.48 km s~ (Welty et al. 1994b).
Furthermore, if we assume a typical ratio of Na 1 to K 1 of
about 70 (Welty et al. 1991), the mean K 1 column density
corresponds to a mean log [N(Na 1)] ~ 13.1, two orders of
magnitude larger than the median log [N(Na 1)] found here, so
that the K 1 sample does not represent the majority of inter-
stellar clouds (as noted also by Heiles & Kulkarni 1987).

Due to the apparently widespread presence of narrow, close-
ly blended components and the likelihood that different species
trace different physical regions, determination of the “true”
distributions of T, v,, and N for individual interstellar clouds
will require observations of a set of species sensitive to different
ranges of N(H,,,) = N(H 1) + 2N(H,)—all at resolutions com-
parable to or better than that achieved in this study. For the
small set of dense cores examined by Fuller & Myers (1993),
comparison of emission-line widths from the apparently simi-
larly located HC;N (0.08 kms ™! < b < 0.21 km s~ !) and NH,
(0.12 km s~ < b 5 0.27 km s~ !) implies that the widths are
dominated by thermal broadening (at T < 10 K), with a minor
nonthermal (turbulent) contribution. Myers (1983) had pre-
viously found turbulent velocities to be subsonic in the small,
dense cores traced by NHj, but often supersonic in the larger
regions traced by CO (assuming T ~ 10 K, so that v, ~ 0.2 km
s 1). For the denser parts of translucent (1 < A, < 5) and
diffuse (4, < 1) clouds, observations of various rotational
transitions of C, and H, indicate temperatures ranging from
15 to 55 K (Black & van Dishoeck 1991) and 45 to 128 K
(Savage et al. 1977), respectively. High-resolution observations
of 13CO emission-line widths (e.g., Gredel, van Dishoeck, &
Black 1991) and CN absorption-line widths ({ Oph; Lambert
et al. 1990), as well as comparisons of the B-X (0, 0) and A-X
(2, 0) bands of CN (Gredel et al. 1991), imply 0.3 km s™*
< b < 1.0km s~ for those species in such clouds. While a few
of the clouds listed in Table 2 would qualify as “translucent,”
most of them are more diffuse; the range of b-values for Na 1is
quite similar to that seen for the denser regions traced by CN
and CO, however. If the temperatures noted above are accu-
rate and applicable to these species, the narrower lines in these
clouds would be dominated by thermal broadening, but the
wider lines would be dominated by internal turbulent broaden-
ing.

Nineteen of the lines of sight in our sample appear in the
Savage et al. (1977) H, survey; 11 of those have J = 0 and
J =1 column densities greater than 10'® cm ™2, with implied
temperatures between 46 and 92 K. If we take 80 K as a
representative temperature for all the individual clouds in our
survey and assume that N(H,)/N(H 1) is small, then (3)}/2 x v,
typically 0.9 + 0.5 km s~!, would be subsonic (i.e., $0.7 km
s~') in at least 38% of the clouds. Since we have probably
underestimated the number of narrow components, and since
the temperatures of the lower column density clouds are likely
to be somewhat higher than 80 K, it is likely that the majority
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of the clouds seen in Na 1 have subsonic internal turbulent
motions. High-resolution, high S/N observations of Ca 11 and
K 1, heavier than Na 1 by nearly a factor of 2, would be quite
valuable in assessing the relative contributions of thermal and
turbulent broadening in these lines of sight.

4.2.3. Sample Completeness

We have already mentioned several reasons to suspect that
our derived Na 1 component structures may not include all the
Na 1 components actually present. We may have missed some
very broad, weak components either in performing the contin-
uum normalization or in the fitting, if any such components
might be superposed on blends of narrower lines. Conversely,
some broad features are probably blends of narrower com-
ponents; the broad components seen toward o> CMa, for
example, are likely due to the blending of a number of nar-
rower components by differential galactic rotation along that
line of sight. In addition, our inability to adequately fit some of
the stronger Na 1 lines indicates that we have not resolved all
the component structure present in those stronger absorption
features. This conclusion is supported in several cases by high-
resolution spectra of Ca 11 and/or K 1 which do reveal addi-
tional structure that is unresolved in the stronger Na I lines.
Additional weak and/or narrow absorption components,
which can be clearly seen in isolation or on the peripheries of
stronger features, may be present as well within the stronger
features.

The apparent falloff in the distribution of adjacent com-
ponent separations for v < 1.0 km s~ ! in Figure 7 is another
indication of unresolved structure; this distribution also pro-
vides a way of estimating the degree to which our sample may
be incomplete. If the component velocities for the true com-
plete sample of clouds are both uncorrelated and taken from a
single Poisson distribution, then the distribution of adjacent
component separations will be an exponential function of dv.
In practice, a number of other velocity distributions will also
yield a distribution of adjacent component separations that
can be approximated by an exponential over some range 6v <
OVpmay, though some velocity distributions (e.g., narrow Gaus-
sian plus broad Gaussian, or exponential) will give an
enhanced “tail” for év 2 dv,,,,. The observed distribution of
adjacent component separations does appear to have such a
tail for 6v = 6.0 km s~ ! (see the plot of In [number] vs. dv in
the lower panel of Fig. 7), but it can be reasonably well fitted by
an exponential for 1.0 km s™! < év < 4.0-6.0 km s~ !, with
In(number) ~(4.9 4+ 0.1)-(0.65 + 0.05) x év (binning by 0.5
km s~! in dv). If we extrapolate that best-fit exponential to
6v=0.0 km s™!, we would predict ~390 components for
dv < 6.0 km s, instead of the ~220 observed in that range—
with the difference mostly at v < 1.0 km s~ . The 276 com-
ponents in our full sample would thus represent only about
60% of the true complete sample of clouds which could have
been detected along these 38 lines of sight. The true median év
would then be ~1.2-1.3 km s~ ! (instead of 2.0 km s™!); we
cannot estimate the corresponding true median values for b
and log [N(Na 1)], but suspect that they would also be smaller
than their values for the 276 cloud sample. If we divide the
total number of components by the total distance to all 38 stars
in our sample, we obtain 20 (33) components per kpc for 276
(446) total components. It is rather sobering to consider that at
a resolution of 0.5 km s~ ! we may have failed to discern 40%
of the components present above our detection limit—or more,
if the true distribution of component separations is actually
steeper for 6v < 6.0kms™ !,
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4.3. Ratio of Na1to H,,,

Since it is easier in many cases to obtain accurate values for
N(Na 1) than for N(H,,,), especially for individual clouds, it is of
some interest to examine the relationship between the two
quantities; N(Na 1) has been used to estimate N(H,,,) when the
latter is unavailable (though see the criticism of Heiles & Kulk-
arni 1987). Hobbs (1974a; 1976) and Stokes (1978) both found
a roughly quadratic relation between N(Na 1) and N(Hm,) for
113 cm™2 5 log [N(Na D] <139 cm™2 and 202 cm™2 g
log [N(H,,)] < 21.4 cm ™2, with a scatter of about a factor of 2.
Hobbs interpreted that relation to imply a statistically con-
stant fractional ionization n,/ny in the clouds observed. Ferlet
et al. (1985) extended the comparison of the two species to
lower limits (log [N(Na 1)] ~ 10.0 cm~2; log [N(H,,)] ~ 18.0
cm ™ 2) by observing weak Na 1 lines and by inferring N(H,,,)
from profile analyses of high S/N UV data from Copernicus.
For higher column densities (log [N(H,)] =21.0 cm™?2),
Ferlet et al. also found a roughly quadratic relation; for lower
column densities, however, they found a nearly linear relation,
which they interpreted as indicating a more or less constant
product of the Na recombination coefficient (o) and the local
electron density (n,) for the lower column density clouds. The
lowest column density regime (log [N(H,,)] < 19.0 cm™2),
however, was defined by only five points, at least three of which
can now be shown to be inaccurately located: { Oph (—28 km
s~ 1) has N(H) higher by a factor of 7 (Savage, Cardelli, & Sofia
1992), € Per (+ 19 km s~ !) has N(Na 1) lower by a factor of 2,
and y Cas (+ 6 km s~ ') has N(Na 1) lower by at last a factor of
3 (it may be completely spurious). Column densities for Na 1
(Crawford 1991; Centurion & Vladilo 1991), for H 1 (Bohlin et
al. 1983; Diplas & Savage 1994), and for O 1and N 1 (York et
al. 1983) are now available for additional lines of sight with
log [N(Na 1)] < 11.0 cm ™2, These data indicate an increasing
range of N(H 1) for a given N(Na 1) as the latter decreases,
reaching roughly two orders of magnitude for log [N(Na
1)] ~ 10.0 cm~ 2. Furthermore, the Ferlet et al. linear relation-
ship generally underestimates N(H 1) for a given N(Na 1) at
these low column densities—by up to a factor ~30 at log
[N(Na 1)] ~ 10.0 cm 2. Predictions of N(H 1) based on obser-
vations of Na 1 must be viewed with caution when log [N(Na
1)] < 11.0 cm ™2, Additional observations are needed to better
explore the H 1-Na 1 relationship for the lower column den-
sities; detailed, component by component comparisons of Na I
with relatively undepleted species such as Zn 11, S 11, N 1, and
O 1, observed with IMAPS and/or the HST GHRS echelle, will
be quite useful.

S. INDIVIDUAL LINES OF SIGHT

5.1. Local Interstellar Components toward Scorpius-Ophiuchus

A number of stars in Upper Scorpius and Ophiuchus show
Na 1 absorption components between roughly —23 and —29
km s™!, in addition to the much stronger components found
between —8 and —15 km s~ ! (Fig. 2; Hobbs 1969a; Crawford
1991). Ultraviolet absorption-line data suggest that these
weaker components at more negative velocity are character-
ized by significantly reduced depletions of the various refrac-
tory elements, similar to those found in higher velocity gas and
lower average density lines of sight (Snow & Meyers 1979;
Frisch 1981; Meyers et al. 1985; Savage et al. 1992). Frisch &
York (1984) presented spectra for several stars within several
degrees of { Oph at distances of 55-90 pc which implied that
this gas is located within 80 pc; Frisch (1981) had conjectured
that it might be much closer, based on comparisons with the
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absorption seen toward a Oph (at ~20 pc). While this gas is
usually thought to be warm (Frisch 1981; Joseph & Jenkins
1991; Savage et al. 1992), it is clear from Figures 2 and 3 and
from Table 2 that there are at least several fairly cold com-
ponents contributing toward { Oph and ' Sco. Some of the
abundances in this gas, and ideas as to its history, may need to
be reconsidered in light of the presence of these relatively cold
components.

Toward « Oph, we find two weak, relatively broad com-
ponents in Na 1, separated by about 4.2 km s~ 7, at velocities
corresponding to Bertin et al.’s (1993) nearby clouds “G” and
“LIC” (Local Interstellar Cloud), respectively. The component
near —22.0 km s~ ! was observed near 0.0 km s~ ! geocentric
velocity, and thus probably includes some telluric Na 1 absorp-
tion, but it is too broad and strong to be entirely telluric. Other
high S/N spectra obtained on the same nights as the « Oph
spectra indicate a likely telluric contribution to that com-
ponent of about (7 + 1) x 10° cm ™2, leaving Ny;c ~ (3 £ 1)
x 10° cm ™2 near Bertin et al’s predicted LIC velocity of
—22.7km s~ !. New high-resolution data for the stronger Ca it
lines (Welty et al. 1994b) also require two components; the
ratio N(Na 1)/N(Ca 1) is consistent with 0.1 for both. Although
Bertin et al. fit a single component to their 3 km s ™! resolution
Na 1 spectra of a« Oph, their b-values are somewhat larger than
ours, and they did conjecture that a second component might
also be present; there, again, the issue is clouded by the prob-
able presence of telluric Na 1. Both components may be
included in the —25 km s™! H 1 “wisp” discussed by Frisch,
York, & Fowler (1987), given its FWHM ~ 9 km s~ . If that
H 1 wisp corresponds mainly to the stronger component
seen in Na 1 and Ca 1, then its width sets an upper limit of
T < 1600 K for that gas; the relatively large b-values found for
both Na1 D, (2.15 km s~ ') and Ca 1t (2.6 km s~ !) would be
consistent with that limit if the lines are dominated by turbu-
lent broadening.

5.2. 0 And Shell Episode

One of our four total observations of 0 And was obtained on
1987 October 28 during the onset of a shell phase (Peters 1988).
That Na 1 spectrum is plotted in Figure 2 immediately below
the sum of the other three (non—shell-phase) spectra of o And,
with the fit to the latter superposed. While there seems to be a
slight oversubtraction of the background for velocities greater
than about —13 km s~ !, there is a clear excess of absorption
between about —6 and —3 km s~ ! which is presumably due to
the shell.

53. e AriAand MBM 12

Observations of the strong Na 1 absorption toward € Ari A
have been used to constrain the distance to the high-latitude
molecular cloud MBM 12 (Magnani, Blitz, & Mundy 1985). At
d ~ 65 pc, MBM 12 is perhaps the nearest known molecular
cloud, and may be at least partially immersed in the local hot
bubble (Hobbs et al. 1986; Snowden, McCammon, & Verter
1993). The 11.5 km s~ ! component is similar in velocity to the
CO observed in the northern part of MBM 12 near € Ari A
(e.g., Zimmermann & Ungerechts 1990), and is likely due to
atomic gas associated with the molecular cloud. While several
other stars near MBM 12 also show absorption near 15.7 km
s~ 1, the association of this gas with the molecular cloud is not
as obvious; see Fowler (1994) for a more complete discussion
of the local interstellar medium in this region. The Na 1 lines
are rather broad (b ~ 1.5 km s~ '), but we note that the CO
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lines in MBM 12 are also broad (1.1 kms™ ! < b < 1.6 kms™!
in the northern part of the cloud) (Pound, Bania, & Wilson
1990; Zimmermann & Ungerechts 1990)—perhaps indicative
of interaction with the hot gas thought to reside in the local
bubble. Due to the low S/N of this Na 1 spectrum, and to the
low resolution of the available Ca 11 data, we cannot at this
time reliably estimate T and v, in the clouds toward € Ari A,
however.

54. n Tau, 17 Tau, 27 Tau, and the ** Pleiades Wake ”’

White & Bally (1993) have discussed the interaction between
the Pleiades cluster and the interstellar gas through which the
cluster is moving. Their picture of that interaction predicts that
some cluster stars should show absorption components blue-
shifted by ~10 km s™! with respect to the main interstellar
component seen at v ~ 16 km s~ 1. In support of their inter-
action scenario, they cite a possible weak absorption com-
ponent at v ~ 5km s~ ! in Welsh et al.’s (1991) Na 1 spectra of 5
Tau. We see no compelling evidence, at 2 ¢ equivalent width
limits better than 1 mA, for absorption components near v = 5
km s~ ! in our Na 1 spectra of  Tau, 17 Tau, or 27 Tau, though
a very weak component might be present toward 27 Tau. We
note, however, that an absorption component does appear at
v=>5km s ! in Ca 1 spectra of # Tau (Vallerga et al. 1993;
Welty et al. 1994b); Ca 1 will be a more sensitive tracer of
shocked gas in which grains have been disrupted to some
extent.

6. SUMMARY

We have obtained high-resolution (0.5 km s ~!) spectra of the
interstellar Na 1 D; line toward 38 bright stars with the
McDonald Observatory 2.7 m coudé echelle spectrograph. The
S/N achieved in the final summed spectra is typically 45-280,
yielding 2 o equivalent width limits for narrow lines of about
0.2-1.0 mA, and corresponding Na 1 column density limits of
0.2-1.0 x 10*® cm™2; the velocities, calibrated via I, absorp-
tion and Na emission spectra, are accurate to within about 0.3
km s~ !. Numerous narrow, closely blended components,
which could not be distinguished in spectra obtained even at a
resolution of 1.0 km s~!, are evident in these new spectra,
especially for the stronger absorption features. These narrow
components, showing at least partially resolved hyperfine
structure, are common and ubiquitous, appearing in both low
halo and quite local gas, as well as in gas toward more distant
disk stars.

We have used the method of profile fitting in an attempt to
determine individual cloud column densities, line widths, and
velocities; the resulting sample of 276 clouds is significantly
larger, and likely more complete, than several previous samples
of “individual” interstellar clouds, and allows more precise
investigation of various statistical properties. We find that the
cloud column density (N) and line width parameter (b) are not
correlated, for 0.3kms ! <b<15kms !tand 100cm™2 <
log [N(Na1)] < 11.6 cm 2. The median b is about 0.73 km s ™,
the median log N is about 11.09 cm ~2, and the median separa-
tion between components is about 2.0 km s~'. All these are
overestimates of the true median values, however, due to our
inability to completely resolve all the component structure
present in some cases; even at a resolution of 0.5 km s™*, we
many have discerned only 60% of the full number of individual
components actually present. Previous statistical studies are
likely to have been even less complete, however, and probably
have even more severely overestimated these parameters. The
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one-dimensional dispersion of component velocities, in the
local standard of rest, is approximately 8.6 km s~ !; the dis-
tribution of velocities is broader and displaced to more nega-
tive velocities for the weaker components. If most line widths
lie in the range 0.3 kms ! <b<1.1kms !, andif 80 K is a
typical cloud temperature, then the one-dimensional rms turb-
ulent velocity v, is typically 0.5 + 0.3 km s~ ! and at least 38%
(and probably a majority) of the clouds have subsonic rms
internal turbulent motions. At that temperature, the narrower
lines are dominated by thermal broadening, while the broader
lines are dominated by turbulent broadening. Examination of
existing column density data for Na 1, H1, O 1, and N 1 show
that the range in N(H 1) observed at a given N(Na 1) increases
as N(Na 1) decreases below about 10'! cm ™2, so that N(Na 1)
becomes a much less reliable predictor of N(H 1) at low Na 1
column densities.

These data will be quite useful for detailed studies of these
lines of sight with the HST GHRS echelle—to determine accu-
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rate absolute velocities and to reveal the detailed component
structures that cannot be discerned at the 3.5 km s~ ! resolution
achievable with the GHRS. By using very high resolution opti-
cal spectra to interpret the GHRS echelle spectra, it may be
possible, in many cases, to obtain individual cloud column
densities, line widths, and velocities for many of the species
observable only in the UV, and thus to better understand the
true range of interstellar cloud properties in different environ-
ments.
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APPENDIX A

The transition probabilities of the various lines constituting a hfs multiplet are proportional to the transition probability of the
single, corresponding line which results when the hfs is ignored. In L-S coupling, the relative line strengths S(i, j) of the various lines
within a hfs multiplet which connect lower hfs levels with F = i to upper levels with F = j can be read, for example, from Table 1° of
Condon & Shortley (1963), with the substitutions L — J, S — I, and J — F. The normalization of these line strengths is fixed by the
requirement that ) S(i, j) = (2I + 1)S, where the sums extend over the hfs multiplet and § is the strength of the single, unresolved
line obtained when the hfs is ignored. The full sum of the line strengths of the hfs multiplet exceeds the line strength of the unresolved
line by the factor (2I + 1) (Cowan 1981, eq. [17.63]). For any transition with an oscillator strength f and a statistical weight g in the
lower level, S is proportional to gfd. If the wavelength differences among members of a hfs multiplet are negligibly small, as is
normally true, a simpler approximation to the normalization condition therefore is that Y g; f(i, j) ~ (2I + 1)gf, where the product
gf refers to the entirely unresolved line.

As the example which is applicable here, consider the Na 1D, line, for which the lower and upper electronic levels are 3s2S 1/2 and
3p?P,,,, respectively, and for which the nuclear spin is I = 3/2. The hyperfine interaction splits both electronic levels with J = 1 into
two hfs levels with F = 1, 2; the much smaller splitting of the upper levels is often negligible, in practice (McNutt & Mack 1963). In
L-S coupling, the relative line strengths are found to be S(1, 1)/S(1, 2)/S(2, 1)/S(2, 2) = 1/5/5/5. If the statistical weights gp = 2F + 1
are introduced, and if small wavelength differences are ignored, the ratios of the corresponding oscillator strengths are f(1, 1)/f(1,
2)/f (2, 1)/f 2, 2) ~ 1/5/3/3. The normalization is then fixed by the requirement that g, f, + g,f> = g,[f(1, 1) + f(1, 2)] + g.[f(2,
1) +£(2,2)] ~ (21 + l)gf, or 3f; + 5, ~ 8f, since g, = 3, g, = 5, and g = 2. In the L-S coupling limit, the final results therefore are
that (1, 1) ~ f76, f(1, 2) ~ 5f/6, and f(2, 1) = f(2, 2) ~ f/2, where f = 0.318 for the unresolved D, line (Morton 1991). For the two
s-resolved hfs components of the D, line which are actually of interest here, f; = f, = fand g, f; = 3f,9, f» = 5.

The Na 1D, line has an upper 3p 2P, , electronic level which splits into F = 0, 1, 2, 3; the separations among these levels are often
negligible in practice, as well. The relative strengths are S(1, 0)/S(1, 1)/S(1, 2)/S(2, 1)/S(2, 2)/S(2, 3) = 2/5/5/1/5/14, and f(1, 0)/f (1,
Df(A, 2)/f 2, DIfQ, 2)/f(2, 3) ~ 10/25/25/3/15/42, while the normalization condition is 3f, + 5f, = 3[f(1, 0) + f(1, 1) +f(1,
2]+ 502, 1) +f(2, 2) + f(2, 3)] ~ 8f. In the L-S coupling limit, the results are that f(1, 0) ~ f/6, f(1, 1) =f(1, 2) ~ 5f/12, f (2,
1) ~ f/20,f(2, 2) ~ f/4, and f(2, 3) ~ 7f/10, where f = 0.631 for the unresolved D, line. Just as for the D, line, the two s-resolved hfs
components of the D, line therefore show f; = f, ~ fand g, f; ~ 3f, g, f> ~ 5.

In passing, it should be noted that the sum rule of Dorgelo (1925) and of Ornstein & Burger (1926) requires thatS,/S, = g,/g, for
the s-resolved hfs componets of either D line, where S; = S(1, 1) + 5(1,2) and S, = S(2, 1) + S(2, 2). If small wavelength differences
are ignored once more, the relevant equality f, ~ f, derived above can be obtained more easily in this way. This sum rule follows
from the fundamental, general expressions for the line strengths within an L-S coupling multiplet, which yield the detailed ratios
given by Condon & Shortley for many multiplets, including some for which the sum rule by itself is insufficient to specify even the
relative strengths of all of the kfs lines.

This simple result that f; = f, ~ f for the two s-resolved hfs components of either D line also applies separately to each of the
resonance doublet lines of both 7Li 1 and K 1, because those atoms have the same level structures and quantum numbers as Na I
Some pertinent data for the various pairs of hfs components are collected in Table 4. In column (5), the splitting of each pair of
s-resolved hfs components is expressed in velocity units.
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TABLE 4
HYPERFINE STRUCTURE COMPONENTS
Atom J->r F->F xair Av f gf/(g1+'g2)
(A) (km s)
7LiI 1/2->3/2 1->0,1,2 6707.754 0.537 0.4946 0.1855
2->1.23 6707.766 0.4946 0.3091
1/2->1/2 1->1,2 6707.905 0.537 0.2473 0.0927
2->1.2 6707.917 0.2473 0.1546
Nal 1/2->3/2 1->0,1,2 5889.9386 1.01 0.6311 0.2367
2->1,23 5889.9584 0.6311 0.3944
1/2->1/2 1->1,2 5895.9108 1.08 0.3180 0.11925
2->1.2 5895.9321 0.3180 0.19875
Nal 1/2 ->3/2 1->0,1,2 3302.364 0.590 0.00897 0.00336
2->1,23 3302.3705 0.00897 0.00561
1/2->1/2 1->1,2 3302.974 0.590 0.00448 0.00168
2->1.2 3302.9805 0.00448 0.00280
KI 1/2->3/2 1->01,.2 7664.906 0.352 0.6816 0.2556
2->1,2,3 7664.915 0.6816 0.4260
1/2->1/2 1->1,2 7698.969 0.351 0.3393 0.1272
2->1,2 7698.978 0.3393 0.2121
APPENDIX B

The theoretical line profiles were calculated in the following way. The residual intensity r, in the region of an absorption line
arising in an individual interstellar cloud is

r}. = e-fl N (Bl)
and the optical depth is given by

b
T = J‘ [ni(2)a;1(2) + ny(2)a,(2)ldz ~ a;, N, + a; N, , (B2

where the two s-resolved hfs components discussed in Appendix A are taken into account explicitly, and the absorption coefficents
a;, are crudely assumed to be independent of position within the cloud. To obtain expressions for the two absorption coefficients, a
Mazxwellian distribution of radial velocity components of the absorbing atoms was assumed,

1
Jub
where b describes the velocity dispersion within the interstellar cloud and v, is its rad1a1 velocity. The total absorptlon coefficient is
then given by (Hobbs 1969b)

2 2 ‘ 2 2
L0 I o Oy M

where the total column density N ~ N; + N, and the F = 1, 2 hfs levels of the ground S, level are assumed to be statistically
populated,

Y() =

exp [~ — vo)*/b%], (B3)

N1 N,y g1 and &N N, 92
N N1+N2 g1+ 9> N N;+N, gi+9,

The value v, = 0 has been temporarily adopted here, for simplicity of notation. The variable x = (¢/b)(A — A¢)/A¢ gives the wave-
length in dimensionless units, where A, = (4, + 4,)/2 is an appropriate reference wavelength and A; and 4, are the laboratory
wavelengths of the two s-resolved hfs line components. The quantity a = (¢/b)}4, — 4,)/4, is a dimensionless measure of the hfs
splitting. The normalization of the absorption coefficient,

2
o ~ _[723_ 1 (B5)

m,vo b

is fixed by the connection between the oscillator strength and the integral of the absorption coefficient over either s-resolved hfs line
component,
@ lO 2 o 2 © )‘0 2 o 2 nez
L ag expli—(l) (x+2) dx ~ | ag exp | — 7 x—3 dx —y
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The unresolved limit must be recovered in equation (B4) by setting « = 0, and hence 4, = 1, = 4,. This limit therefore requires that
21 fi =f, =f, where f = 0.318 is the oscillator strength of the unresolved D, line, a result which was deduced independently from
atomic theory in Appendix A. With g, = 3, g, = 5,and f; = f, = f, the final, working expression for the optical depth becomes

o en (e e[

The wavelength ratios which appear in the exponentials can usually be ignored in practice, since (19/4;) ~ (A2/4g) ~ 1 + (2 x 1079)
for the D, line. For any choice of the three free parameters N, b, and (in general) v, which characterize an absorbing cloud, the
intrinsic line profile was calculated from equations (B6), (B5), and (B1). For comparison with the observations, this intrinsic profile
was further convolved with the instrumental profile described in the main text, in order to obtain the observable line profile.
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