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ABSTRACT

Repeated imaging of a field in the Sdm galaxy IC 4182 with the Wide Field Camera of the Hubble Space
Telescope has led to the discovery of 28 Cepheid variables. The distance modulus to this galaxy, derived from
the Cepheids, is (m — M) = 28.36 4+ 0.09, and the absolute magnitude at peak brightness of the Type Ia super-
nova SN 1937C which appeared in IC 4182 is M (max) = —19.72 £+ 0.13. The Hubble diagram using peak V
magnitudes of distant (Virgo cluster and beyond) Type Ia supernovae (selected a priori on the basis of light
curve and spectral conformity with the prototype) shows an observational random scatter of 0.36 mag, with
evidence that the intrinsic scatter is even smaller. Using the observed scatter to estimate the uncertainty of
calibrating the Hubble diagram using only the single calibrating supernova SN 1937C, it is shown that H, =

52+ 9kms™! Mpc 1.

Subject headings: Cepheids — cosmology: observations — distance scale — galaxies: individual (IC 4182) —

stars: individual (SN 1937C)

1. INTRODUCTION

IC 4182 is a nearby Sdm galaxy (R.A.;950 = 13"03™30%,
decl. 950 = +37°52'23") at high Galactic latitude (I = 108°,
b= +79°). It is very nearly face-on, has recession velocity
vo = 344 + 4 km s~ ! and integrated brightness By = 13.0. It
produced the prototypical Type la supernova (SN Ia) SN
1937C (Baade & Zwicky 1938).

Following the initial demonstration by Kowal (1968), most
rediscussions have confirmed that such SNe Ia show small
intrinsic dispersion in their luminosities at maximum light
(Barbon, Capaccioli, & Ciatti 1975; Branch & Bettis 1978;
Tammann 1982; Branch 1982; Cadonau, Sandage, &
Tammann 1985; Tammann & Leibundgut 1990; Miller &
Branch 1990; Della Valle & Panagia 1992) and are therefore
good standard candles. Also, they are the brightest beacons
that allow us to probe out to cosmological distances, where the
effect of the peculiar motions due to inhomogeneities from
galaxy clustering is insignificant compared to the larger velo-
cities from the Hubble flow. Thus, they can be used directly to
determine the Hubble constant, H,, and are also potential
probes of the deceleration parameter q,.

IC 4182 is the first galaxy for which the absolute magnitude
of a SN Ia has been determined empirically by tying to the

! Data obtained with HST operated by AURA, under NASA Contract
NASS5-26555.

2 Affiliated to the Astrophysics Division, Space Sciences Department of
ESA.

3 Also, University of Catania, Italy.

14

Cepheid distance scale. Preliminary results from observations
made with the Hubble Space Telescope (HST) were announced
in Sandage et al. (1992). The present paper discusses the HST
data and its analysis, which leads to the Cepheid-based dis-
tance to IC 4182; the recalibration of the photometry for SN
1937C and thus the calibration of the peak absolute magnitude
of SN 1937C in particular and SNe Ia in general; and the
resulting estimate for H,,.

Detailed photometry and identification of the Cepheids (and
other incidental variable stars) is presented, along with the
special procedures employed to negotiate the peculiar data
from the spherical-aberration-impaired HST. The mean colors
of the Cepheids, the color-magnitude diagram of the brighter
stars, and resolution of the tip of the old giant branch are
presented and are used to evaluate the internal reddening/
extinction needed for proper determination of the true distance
to this galaxy.

2. OBSERVATIONS AND PRELIMINARY PROCESSING

Repeated images of a field in IC 4182 were taken with the
Wide Field Camera (WFC) of the HST in the F555W pass-
band. This 2.5 x 2!5 square field is shown in Figure 1 (Plate 1),
superposed on a ground-based image of the whole galaxy.
All the observations, spaced over a period of 47 days, were
obtained at the same (telescope) orientation. The chosen field is
rich in relatively bright resolved stars. A special timing scheme
that eliminates aliasing problems in the period range 3 to 40
days was used to space the 20 exposures over the 47 day
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TABLE 1

JOURNAL OF OBSERVATIONS

Exposure Time

Data Archive Designation HID at Midexposure Filter (s)
WOUAOI0IT +...02T .......... 2448648.6631 F555W 3800
WOUAO0201T +--- 02T .......... 2448654.6982 F555W 4200
WOUAO30IT +--- 02T .......... 2448660.1283 F555W 4200
WOUAO303T +--- 04T .......... 2448660.2623 F785LP 4200
WOUAO0401T + --- 02T .......... 2448662.6076 F555W 3300
WOUAO50IT +--- 02T .......... 2448664.5514 F555W 4200
WOUAO60IT +--- 02T .......... 2448667.0988 F555W 4200
WOUAOQ701T +--- 02T .......... 2448667.5009 F555W 4200
WOUAO80IT +--- 02T .......... 2448668.1717 F555W 4200
WOUAOAOIT + --- 02T .......... 2448669.3787 F555W 4200
WOUAOBOIT + --- 02T .......... 2448670.1163 F555W 4200
WOUAOCOIT + --- 02T .......... 2448671.1218 F555W 4200
WOUAODOIT + --- 02T .......... 2448671.3232 F555W 4200
WOUAOEOIT + --- 02T .......... 2448672.1281 F555W 4200
WOUAOFOIT +--- 02T .......... 2448673.2011 F555W 4200
WOUAOGOIT + --- 02T .......... 2448675.1484 F555W 4200
WOUAOHOIT + --- 02T .......... 2448677.0950 F555W 4200
WOUAOIOIT +--- 02T .......... 2448679.0408 F555W 4200
WOUAOIO3T + --- 04T .......... 2448679.1749 F785LP 4200
WOUAOJO2T .....coceevinniinnnnnn 2448684.2375 F555W 2100
WOUAOKOIT + --- 02T .......... 2448691.1064 F555W 4200
WOUAOLOIT +--- 02T .......... 2448694.7231 F555W 3800

window. Two equal exposures were taken at each epoch so
that anticoincidence matching could be used to minimize the
effect of cosmic-ray events. At 2 of the 20 epochs, additional
exposures in the F785LP passband were also obtained. Table 1
lists the journal of observations and the HST data archive
identifications.

Bias subtraction and flat-fielding were done in the standard
Space Telescope Science Institute (STScI) data processing
pipeline. Tests showed that these could not be significantly
improved upon using available calibrations. It is important to
note that during the 47 day period spanned by the observa-
tions, several decontamination procedures were tried on the
WF/PC cameras: the sensitivity of the chips show variation of
up to 0.15 mag with epoch, and the “measles” problem
showed up to varying degrees, depending on epoch.

In the section on photometry, it will be shown how the
effects from the first problem are eliminated, and that the
second adds an uncertainty of photometry by 0.02 mag rms.
Photometric reductions and detection of variable stars were
performed independently by the coauthors at the STScl and
those at the University of Basel and then compared. In the
following sections the independent efforts are described.

3. PHOTOMETRY AND DETECTION OF VARIABLE STARS
AT STScI

3.1. Elimination of Cosmic Rays

Examination of the individual exposures shows that cosmic
rays severely contaminate the exposures. To bring this
problem under some control, the back-to-back exposures were
combined in the following way.

1. The pairs of images were averaged.

2. Individual pairs of corresponding pixels in the com-
ponent images were compared, and the difference in their
values was compared to the noise expected from the combined
effect of the Poisson photon statistics and the readout noise. If
this difference exceeded S o, the value of the pixel in the output
averaged image was replaced by the lower of the two values.

This procedure works only if the images are registered to better
than 0.1 pixels, as the back-to-back images indeed are. Due to
the severe undersampling, indiscriminate use of this procedure
will end up truncating the peaks of the brighter stars and
destroy photometric fidelity. Meticulous tests were performed
to ensure that this did not happen.

The resulting combined images were used in all downstream
photometry and analysis. For one of the epochs (WOUAOQJO2T
in Table 1), the second component image is missing, and for
this epoch the image was used as is. All mention of individual
images hereafter will refer to those obtained from this pairwise
combining procedure, unless specifically stated. While the
above procedure removes cosmic rays above the 5 ¢ level (and
for WOUAOJ, not at all), the “fainter ” cosmic rays and “hot
pixels ” remain and were dealt with during photometry with a
different procedure.

A “template” image was constructed by co-adding images
taken at five different epochs (so as to maximize the chance of
including faint variables that might drop below the detection
threshold of some individual images). The registration across
images taken at different epochs is off by as much as 4 pixels,
even though the back-to-back image pairs are superbly
aligned. To overcome this problem while making the template
image, integer pixel shifts were applied to assure the regis-
tration. While apparently better results can be obtained by
fractional pixel alignment, such a procedure would necessitate
interpolation of pixel values. Because of the severely under-
sampled stellar images on these pictures, this would severely
compromise photometric fidelity. The stellar profiles in the
template image are thus not as “sharp” as on the individual
epochs, but photometric fidelity is not lost.

3.2. Methodology for Photometry

The photometry was performed independently at STScI and
at Basel and by independent methods. At STScl, a variant of
the DoPHOT program (Mateo & Schechter 1989; Schechter,
Mateo, & Saha 1993) was used. Standard DoPHOT is nor-
mally used on well-sampled images that have Gaussian-like
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stellar profiles. Several distinct problems appear for the current
data and are handled as follows.

1. The stellar profiles are severely undersampled in the
WFC data. DoPHOT fits profiles to the pixel values by
assuming that the value corresponds to the center of the pixel.
This is essentially tantamount to assuming that the profiles are
piecewise linear across adjacent pixels. For undersampled
images this is inadequate. The program was altered to inte-
grate up to second-order terms in the model-profile across the
face of each pixel. DOPHOT’s use of analytical models presents
a distinct advantage in carrying out such a procedure.

2. The form of the DoPHOT model profile is inadequate for
describing the flared profiles from the spherical-aberration—
impaired HST. The form of the analytic profile was augmented
so that a suitable profile can be made good to 6 pixels from the
stellar profile center. This model permits only elliptical iso-
photes, but as tests described below show, this works ade-
quately.

3. The cosmic-ray events on WFC data are harder to dis-
tinguish from the cores of stellar profiles than in the case of
well sampled ground-based data. Even so, visual inspection
shows that such distinction is possible. The criteria used in
DoPHOT were significantly altered so that the residual cosmic
rays (left over from the combining procedure described in § 3.1)
can be identified. This is crucial if reliable photometry is to be
obtained.

4. The halos of the WFC stellar point-spread function (PSF)
have complicated structure, with tendrils and rings. Since these
structures are low-level, the elliptical model analytic PSF still
works. The structures themselves are elongated and cannot be
confused with stars. However, the intersection points of such
structures can be mistaken for stars. The problem is to prevent
DoPHOT from triggering on these structures. Fortunately,
these features have much lower contrast than the cores of
stellar PSFs. A sufficiently high-pass spatial filter, specifically a
5 x 5 pixel median filter, lets all the stellar PSFs through but
blocks detection of the substructure around the brighter stars.
It should be emphasized that this filter is used only for finding
stars, and all subsequent photometry is done on the unfiltered
image.

5. In standard use, DoPHOT is used to fit the analytic
profile relatively far out into the wings, and the signal-to-noise
ratios S/N’s of individual pixels are used for weights. This is
impractical for the HST images for several reasons. As one
goes far from the image core, the structure becomes increas-
ingly difficult to describe with an analytic function. In any case,
for all except the brightest stars, the far halo regions contribute
more noise than signal. Fitting was restricted to an 11 x 11
pixel subraster about the central pixel for each star. The analy-
tic functional PSF model was so adjusted that it is insignifi-
cantly different from zero 10 pixels away from the star center.
The actual PSF halo falls off much more slowly, so the effect of
this procedure is to fit the rise of the core of the star above its
own halo. Measured in this way, the ratio of fluxes between
two stars on the same frame (or relative magnitudes) is pre-
served.

We are indebted to P. Schechter for many discussions regard-
ing the above modifications and for supplying the algorithm
that performs the integration over the pixel face. However, the
responsibility for any errors or shortcomings lies solely with us.

Reported DoPHOT magnitudes represent the “height” of
the fitted PSF. For the same star, this differs from image to
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image depending on the PSF changes due to spacecraft jitter,
focus changes, and the like. However, relative differences in
magnitudes on the same image are preserved as long as the
PSF is invariant across the field, and DoPHOT reported mag-
nitudes for corresponding stars differ from image to image by a
zero-point additive term:

mi(r) = mi{r) + Cifr) , (1)

where mi(r) is the DoPHOT reported magnitude for any given
star r on the ith image. It is seen that the values of C;{(r) for all
the various stars on the two images scatter by 0.04 mag rms
(except at the very faint end, where Poisson photon statistics
drive larger errors), so the average over 7, ie., C;; = {Cj{(r)) is
the systemic difference of DoPHOT magnitudes between the i
and j images. Recall that all images were taken in the same
telescope position and orientation, so this comparison is unaf-
fected by the field dependence of the PSF.

While it is well known that the PSF varies across the WFC
field, the scheme described above fits only the cores, which is
the part of the PSF that varies least. The consequences of
proceeding with the assumption that the PSF appears invari-
ant to the DoPHOT fitting scheme described above were
examined empirically. The altered version of DoPHOT was
pretested on images of the LMC cluster NGC 1850 taken
during science verification of the WFC. Two sets of images
were available, taken with different positioning and orienta-
tion: there were many stars in common on the two sets, but
any given star was moved in position by typically 300 pixels.
The DoPHOT magnitudes from set A were compared to those
from set B after allowing for a zero-point shift as discussed
above. By restricting the comparison to only those stars where
the predicted random errors in measurement are less than 0.030
mag rms (implying that the expected scatter in the difference
for corresponding stars is 0.042 mag rms), we find that there is
agreement to 0.070 mag rms. This implies that the combined
effect of flat-field uncertainties (of order 3%) and PSF varia-
tions is contained within 0.07 mag rms. By fitting a slowly
varying polynomial as a function of star position to attempt to
model out the PSF variation, the scatter can be reduced for-
mally to 0.058 mag rms. This experiment thus substantiates the
claim that fitting a core PSF in the manner described above
yields relative magnitudes across a given camera chip that are
systematically good to 0.07 mag without the need for any
further adjustment. Comparing repeat observations of the
same field where the stars are placed in the same position (to
within a few pixels) shows that the DoPHOT magnitudes
scatter by only the predicted uncertainty, an estimate made by
DoPHOT based on the noise model using read noise and
Poisson photon count statistics. These conclusions play a
central role in the adopted procedure for finding and measur-
ing the variable stars as discussed below.

Tests were also done to estimate the scatter introduced by
the so called “measles” problem, which is believed to be
caused by nonuniform condensation of contaminants on the
windows in front of each CCD chip of the WF/PC. The flat
field images reveal spots (measle-like) a few pixels across, with
apparent sensitivity reduced by typically 2%-3% in F555W.
The effect of the contaminants and the “measles” are more
severe in the blue and particularly in the ultraviolet. A detailed
description of this problem and the efforts to deal with it is
given in Mackenty et al. (1993). The concern was whether the
attenuation caused by these features for stars is the same as for
the flat field, particularly given that the windows bearing the
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contaminants are very close to the chips (and hence the focus).
The most measles-free and most measles-affected images of the
IC 4182 data set were processed using the method above and
compared. The scatter (in the difference) for the stars with
predicted S/N greater than 30 was found to be 0.05 mag rms.
Recall that the stars are repositioned at the same location on
the respective chips. These results show that

(1) for the same star, the image-to-image uncertainty is the
larger of 0.05/2'/2, or the DoPHOT predicted error estimate,
and

(2) the star-to-star scatter in magnitude determination on
the same image is ~0.07 mag and essentially governed by
flat-fielding uncertainty and PSF variation and only insignifi-
cantly by the measles problem.

3.3. Calibrating the Photometry

The DoPHOT variant method was used to derive m;
(following the notation above) for all possible stars on all the
individual images. Each of the four chips were treated separ-
ately, since the PSFs differ due to the separate reimaging
cameras. Similar reductions were also performed for the
“template” image, to obtain m; for all discernible stars. Only
those objects that were classified unambiguously as stars by
DoPHOT were considered in all further analysis. Each star
found on the template was matched to the same star on all the
individual epochs. However, sometimes a star on the template
cannot be found in a given individual image because it is too
faint, etc., and so cannot be used in further analysis. Let us say
that n matches are made for the ith image. For the rth matched
star we have

my(r) — mir) = Cy; . @

If star r is not variable, and since all images are registered to
within a few pixels, the above equation yields Cj; to an uncer-
tainty of 0.05 mag rms. In practice, there are several hundred
stars on each of the four chips with m’ determined with S/N
greater than 20, and the ensemble average yields a very accu-
rate determination of C,;, to better than 0.01 mag rms and
effectively eliminates errors from the relatively few variable
stars. Thus, for the ith image, each star r can be transformed to
the system of the template, where this template-referred magni-
tude mi(r) is given by

mi(r) = mir) + Cy; . ©)

The template-referred magnitudes differ from the true mag-
nitudes by an additive constant (one for each chip, since each
chip is treated independently through the above process). In
order to evaluate this, three to eight suitably bright isolated
stars on each chip on the F555W image in the third epoch were
measured with an aperture of radius 4”, which is large enough
to include all the light. The third epoch was chosen, since it was
timed immediately following a decontamination procedure,
and the instrumental response most closely adheres to that
represented by the standard flat field used in the calibrations,
as shown by the so called internal “delta” flats in the cali-
bration archives.

The calibration of the integrated DN (data numbers) from a
star as measured in a 4” aperture is related to the standard
F555W magnitudes by Table 12.15 of Hunter et al. (1922, here-
after the SV Report). Thus the additive shift needed to go from
mj to true FS55W magnitudes (m,) were evaluated for each
chip, using a few suitably bright and relatively isolated stars.
Note that the same additive shift also corrects m; to true
F555W magnitudes m;. In two of the sparser chips (i.e., areas
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where the star density is low), concordance between the
various measured stars was within 0.05 mag. On the two chips
where the crowding is more severe, truly isolated bright stars
are not present, and contamination within the 4” aperture or in
the “sky” aperture by faint stars produces additional scatter.
Extreme differences between stars were as large as 0.4 mag, but
in the mean the additive correction could be evaluated to 0.1
mag. The same procedure was also used to obtain the cor-
rected F785LP magnitudes.

As a check on the F555W measurements, a ground-based
image in V of IC 4182, obtained by Kristian and Carlson with
the COSMIC camera at the prime focus of the 200 inch Hale
telescope, was examined. Standard DoPHOT was run on this
image. This image has a much bigger field, and stars on the
outer parts well away from the galaxy could be used to cali-
brate the zero point in the usual way. The calibrated DoPHOT
fitted ¥ magnitudes for the same stars used to calibrate the
true FS55W magnitudes were now determined. These V' mag-
nitudes suffer also from several crowding problems and agree
only to 0.15 mag with the F555W magnitudes obtained above
(the color and zero-point terms between the V and F555W
system introduce differences only to a few hundredths of a
magnitude; (see Harris et al. 1991), but they are good enough
to endorse our erstwhile calibration. Similarly, the step-scale V
magnitude calibration on 200 inch primary focus plates
(Sandage & Tammann 1982) were found to be in agreement to
0.2 mag.

3.4. Finding Variables and Determining Light Curves

Armed with calibrated photometry in F555W at each epoch,
and with each star detected on the template matched to the
same star whenever detected on each individual epoch, the
search for variables was done using essentially the method
described in Saha & Hoessel (1990). Recall from the previous
discussion that for any given star the formal uncertainty in the
magnitude difference on two different epochs can be derived
from the DoPHOT reported measurement errors; there is no
additional uncertainty. However, all measurements of the same
object on different epochs suffer from an identical systematic
uncertainty of up to 0.1 mag.

The search for variables was made using a y? test, followed
by a “periodicity ” test based on a variant of the Lafler &
Kinman (1965) algorithm. This technique has been demon-
strated in Saha & Hoessel (1990). The DoPHOT estimated
errors are the appropriate input for the x? test. Objects with y2
(reduced x?) greater than 8 were always flagged as possible
variables. Objects shown as variables at the 99% confidence
level, but y2 < 8, were tested for periodicity (using the A sta-
tistic as described in Saha & Hoessel 1990), and those with
periodicity goodness statistic A > 3.5 (in the period search
range 3 to 50 days) were also flagged as possible variables.

All the candidates selected by the above process were
visually inspected for variability by “blinking” on a video
display for confirmation, to weed out specious candidates
(these arise as a result of image pathologies and non-Gaussian
sources of error, as discussed in detail in Saha & Hoessel 1990).
A total of 38 bona fide variables (not necessarily Cepheids)
were found. These are identified in Figure 2 (Plates 2-5).
Figure 3 (Plate 6) shows two of the variables as they appear
visually on their respective maximum and minimum appar-
itions. The F555W magnitude obtained for each of these
objects at each phase from the STScl photometry is listed in
Table 2. An additional object, C3-V12 was identified by the
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FI1G. 2a

F1G. 2.—(a) Finding chart for variables on chip 1. Orientation is not along cardinal directions. Objects indicated are at the very centers of the marked circles.
Object marked “n” should be read as “C1-Vnn.” (b) Same as above but for chip 2. Object marked “n” should be read as “ C2-Vn.” (c) Same as above but for chip 3.
Object market “n” should be read as “ C3-Vn”; C3-V12 is out of sequence. (d) Same as above but for chip 4. Object marked “n” should be read as “ C4-Vn.”

SAHA et al. (see 425, 17)
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SAHA et al. (see 425, 17)
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SAHA et al. (see 425, 17)
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PLATE 6

FiG. 3—Enlarged display of the area around the variables C4-V1 (left panels) and C4-V8 (right panels) showing each of these objects at intensity extrema

SAHA et al. (see 425, 17)
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TABLE 2
PHOTOMETRY OF VARIABLE STARS: MAGNITUDES AND ERROR ESTIMATES

HID C1-v1 Cl-V2 C1-V3 C1-V4 C1-V5 C1-V6 C2-vi C2-V2
B3 2448648.6632........ 2442 0.10 2511 0.16 2463 0.11  23.40 005 2458 0.12 2200 0.03  24.44 009 2291 0.03
T 2448654.6982........ 2430 010 2458 0.10 2455 009 2382 007 2435 009 2220 003 2448 009  23.13 0.04

24486601284 ... 2408 006 2427 007 2449 0.10 2385 006 2376 006 2238 003 2477 0.10 2330 0.04
2448660.262* ........ 2373 008  23.51 0.07 2268 006 2339 007 2135 004 2374 0.08 ° 21.96 0.05
2448662.6077 ... 2440 0.10 2483 0.12 2465 0.14 2290 003  24.13 008  22.50 0.03 2524 0.18  23.44 0.04
2448664.5515........ 2477 011 2509 0.14 2448 0.10  22.89 0.04 2446 0.10 2258 0.03 2441 0.07  23.47 0.04
2448667.0988........... 2430 010 2427 008 2457 008  23.08 0.04 2463 0.11 2258 003 2474 0.12  23.18 0.03
2448667.5009.......... 2428 009 2438 007 2435009 23.11 004 2411 006 2252 004 2499 0.14 2313 0.04
2448668.1718......... 2446 010 2445008 2426 008  23.15 004 2391 006 2248 004 2515 0.15  23.05 0.04
2448669.3788 ... 24.49 009 2483 0.12 2441 009 2320 0.04 2386 006 22.10 003 2503 0.13 2280 0.03
2448670.1163........ 2446 016 2492 012 2476 0.13 2323 005 2381 006 21.88 003  24.51 008 2270 0.03
2448671.1219........ 24.85 0.14 2495 015 2327 005 2388 006 21.58 003 2440 0.09  22.59 0.03
2448671.3233........ 2470 0.12 2497 013 2493 0.12 2332 005 2393 006 21.53 003 2442 007  22.59 0.03
2448672.1282........ 2457 011 2497 0.14 2492 0.12 2334 005 2419 007 2143 003 2456 0.08  22.56 0.03
24486732011 ......... 2433 010 2428 006 2483 0.13 2343 005 2440 009 21.36 003 2492 0.12 2256 0.03
2448675.1484......... 2435 008 2441 007 2490 0.14 2358 006 2463 0.11 2145 003 2495 0.12  22.64 0.03
2448677.0950........ 2456 011 2478 0.12 2490 0.13 2374 006  24.18 009  21.53 003  24.55 009  22.70 0.04
2448679.0409 ......... 2483 013 2520 0.15 2522 0.16 2381 006 2385 006 21.60 003 2480 0.10 2271 0.03
2448679.175* ........ 2380 008  24.09 0.10 2260 006 2335007 2094 004 2389 008  21.57 0.05
24486842376 ........ 2449 010 2373 0.09 2455 0.2 2171 0.07 2469 015 2291 0.04
2448691.1064........ 2478 0.13 2444 008 2450 0.08  23.05 004 2433 009 2203 003 2500 0.11  23.11 0.03
2448694.7231........ 2409 009 2460 0.09 2449 009 2318 004 2443 009 2210 003 2473 0.10 2323 0.04

HID C2-V3 C3-V1 C3-V2 C3-V3 C3-V4 C3-V5 C3-V6 C3-V7
2448648.6632........ 2413 009 2530 0.19 2222 004 2476 0.17 2431 012 2494 0.18
2448654.6982 ... 2523 017 2459 0.10 2381 007 2472 0.12 2230 003  24.14 009 2376 007  25.00 0.17
2448660.1284 ... 2502 0.14 2506 0.14 2442 0.10 2473 0.12 2235 003  24.50 0.12 2386 007 2467 0.11
2448660.262* ... 2369 008 2476 0.12 2497 0.12 2432 011
2448662.6077 ... 2494 0.16 2463 0.12 2443 0.12 2463 0.11 2240 004 2425 013 2378 007  25.32 0.24
2448664.5515........ 24.46 0.09 2508 0.16 2436 0.10 2443 008 2241 003 2414 009 2457 0.17 2548 0.23
2448667.0988.......... 2480 0.12  24.55 0.09 2424 009 2411 008 2240 004 2501 0.19  24.32 0.09
2448667.5009.......... 2481 012 2464 009 2398 008 2450 0.09 2246 003 2474 013 2390 007 2494 0.16
2448668.1718.......... 2507 0.14 2499 0.12 2408 008 2431 008 2248 003 2461 0.12 2374 007 24385 0.13
2448669.3788........... 2480 0.12 2538 0.19  24.14 008 2439 008 2248 0.04 2452 0.13 2384 006  25.39 0.20
2448670.1163........ 2424 008 2552 022 2403 007 2490 023 2251 004 2461 0.16 2391 0.06  25.69 0.28
2448671.1219......... 2431 008 2455 009 2523 019 2430 008 2247 003 2480 020  24.14 0.09
24486713233 ... 2431 010 2486 0.10 2449 0.12 2428 008 2246 003 2432 0.13 2391 006  25.68 0.29
2448672.1282......... 2464 010 2486 013 2395 0.08 2251 004 2425009 2388 007 2532 0.18
24486732011 ......... 24,68 0.12 2460 012 2433 009 2250 0.03 2488 024 2372 007 2491 0.14
24486751484 ... 2493 013 2502 0.14 2451 0.12 2430 008 2251 004 2492 018  24.05 0.09 2513 0.17
2448677.0950....... 2420 008 2513 0.14 2423 0.09 2428 008  22.55 003 2399 008 2375 0.06  25.61 0.23
2448679.0409........ 24.51 0.10 2409 009 2415 008 2256 0.04 24.14 009  24.55 0.11
2448679.175* ... 2411 010 2472 0.11 2471 012
24486842376 ........ 2427 011 2474 013 2418 009  22.68 0.04 2430 0.11
2448691.1064 ... 24.15 0.08 2419 009 2395005 2271 004 2411 0.10 2385 007 2477 0.13
2448694.7231 ......... 2493 013 2511 0.17 2430 0.10 2398 0.06 2270 004 2482 0.19 2428 0.10 2541 0.23

HID C3-V8 C3-V9 C3-V10 C3-Vi1 C3-v12 C4-V1 C4-V2 C4-V3
2448648.6632........ 2233 004 2385018 2434 0.10 2401 008 2239 005 24.55 0.12  24.55 0.10  21.51 0.05
2448654.6982........ 2218 0.04  22.58 0.04 2519 0.18 2385 007 2254 005 2555 029 2460 0.2  21.56 0.05
2448660.1284 ... 2238 004 2263 004 2440 0.10 2403 007  22.63 005 2475 012 2447 008  21.13 005
2448660.262* ........ 2226 005  23.50 007 2300 007 2145 005 2326 007 24.63 0.11
2448662.6077......... 2243 005 2280 0.04 2476 0.15 2423 0.10 2229 005 24.88 0.19  24.89 0.17
2448664.5515........ 2249 0.10 2292 0.04 2491 012 2439 009 2206 005 2502 0.16 2531 0.18  21.14 0.05
2448667.0988.......... 2231 004 2313 005 2466 0.11 2438 0.11 2197 005 2438 0.11 2453 0.10  21.13 0.05
2448667.5009.......... 2228 004 2317 004 2483 0.11 2403 008 2192 005 2464 012 2470 0.1  21.13 0.05
2448668.1718.......... 2221 004 2322 005 2453 010 2434 009 2190 0.05 2507 0.17 2459 009  21.11 0.05
2448669.3788........... 2213 004  23.19 005 2426 009 2399 007 2194 0.05 2503 018  21.24 0.05
2448670.1163........ 2205 004 2326 005 2434 008 2367 0.06 21.88 005 2436 010 2491 0.15  21.10 0.05
2448671.1219........ 2320 005 2439 008 2372 006 2192 005 2472 0.14 2517 022  21.15 0,05
2448671.3233........ 2209 004 2317 004 2439 009 2380 0.06 2191 0.05 2477 012 21.20 0.05
2448672.1282........ 2202 004 2310 005 2447 009 2377 0.06 2193 005 2485 0.16 2460 0.10  21.19 0.05
2448673.2011........ 2219 004 2319 004 2457 009 2393 007 2197 005 2509 0.15 2467 0.12  21.16 0.05
24486751484 ... 2228 0.04 2305 005 2488 0.11 2402 007 2204 005 2496 016  25.13 0.16  21.16 0.05
2448677.0950.......... 2232 004 2234 004 2481 0.14 2439 009 2204 005 2530 023 2475 0.13  21.18 0.05
2448679.0409.......... 2235 004 2244 004 2440 009 2449 0.10 2207 005 2508 0.18 2473 0.11  21.13 005
2448679.175* ... 2239 005 2370 008 2352 008  21.02 0.04 2340 0.07  24.09 0.10
2448684.2376.......... 2239 004 2275 0.05 23.80 0.08 2450 011  21.84 0.20
2448691.1064 ... 22.13 004 2430 008  24.67 0.12  22.61 0.05 2466 0.12  21.30 0.05
2448694.7231 ... 2231 0.04 2485 0.13 2418 009  22.69 0.05 2480 013 21.18 0.05
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TABLE 2—Continued

HID C4-V4 C4-V5 C4-V6 C4-V7 C4-V8 C4-v9 C4-V10 Ca-vi1
1
?': 2448648.6632.......... 2489 0.16 2547 026 2071 003  22.66 0.04 2319 005 2439 0.11 2270 003 2203 0.03
2448654.6982......... 2526 0.16 2519 0.19 2060 0.03 2242 0.03 2345 005 2513 020 2332 005 2225 0.03
2448660.1284 ......... 2494 013 2057 002  22.63 0.03  22.69 003 2481 015 2368 006 2244 0.03
2448660.262% ......... 24.60 0.11 2524 020 2151 005 2192 005 24.15 009  22.83 006  21.31 005
2448662.6077........ 2461 0.13 2526 022  20.52 003  22.69 0.04 2238 003 2502 0.18 2348 007  22.45 0.03
2448664.5515.......... 2514 0.16 2486 012 2048 0.03 2281 0.04 2240 0.03 2424 008 2296 003  22.58 0.03
2448667.0988.......... 2448 010 2564 026 2034 0.02  22.86 004 2250 0.04 2457 0.13 2280 0.03 2323 021
2448667.5009.......... 2472 013 2538 022 2038 003 2286 0.04 2253 003 2499 0.17 2290 0.04  22.63 0.04
2448668.1718 ........ 2491 0.14 2463 0.10 2035 003 2286 003 2250 0.03 2495 0.16 2292 003  22.66 0.04
24486693788 ......... 2488 0.13 2474 0.13 2296 004 2255 004 2507 0.16 2305 005  22.68 0.03
24486701163 ......... 2526 019 2535019 2031 002 2297 004 2263 004 2477 012 2311 004  22.80 0.03
2448671.1219........ 2514 0.19 2543 021 2030 002 2300 003 2269 0.04 2424 0.10 2321 005  22.83 0.04
2448671.3233........ 25.02 0.16 2032 003 2305 004 2265 003 2431 0.10 2321 004 2278 0.04
2448672.1282......... 24.45 0.11 2030 005  23.05 0.04 22.68 003 2460 0.10 2326 005 2295 0.05
24486732011 ......... 2470 0.12 2485 0.14 2030 003  23.10 004 2272 003  24.69 0.14 2336 0.04  22.88 0.04
2448675.1484 ... 2511 0.17 2552 026 2031 003  23.14 004 2277 004 2500 0.19 2357 0.04  22.89 0.04
2448677.0950.......... 2440 009 2474 012 2030 003 2332 005 2285 003 2474 0.14 2356 0.04  22.99 0.04
2448679.0409........ 24.89 0.13 2032 004 2328 0.04 2294 003 2447 0.11  23.58 005  23.10 0.04
2448679.175% ......... 24.54 0.11 2207 005 2193 005 2433 0.10  23.03 007  21.74 005
24486842376 ......... 2026 003 2275 0.04  23.15 0.04 22.60 0.04 2222 004
2448691.1064........ 2510 0.17 2493 0.16 2027 0.02 2238 0.03 2346 005 2444 010 2325 004  22.08 0.03
2448694.7231........ 2490 0.16 2451 0.11 2022 002  22.52 004 2280 0.04 2480 0.16  23.71 0.06
HJD C4-V12 C4-V13 C4-Vi4 C4-V15 C4-V16 C4-V17 C4-V18
2448648.6632........ 2353 006 2297 004 2339 004 2334 006 23.88 0.08 2482 0.19  23.05 0.04
2448654.6982........... 2357 005 2278 004 2373 005 2371 007 2405 008  24.66 0.13  23.30 0.05
24486601284 ... 2418 0.10 2484 003  23.86 005 2390 008 2353 005 2459 0.12  23.66 0.06
2448660.262* ... 2271 006 2239 005 2271 006 2391 0.08 2228 0.05
2448662.6077........... 2344 008 2268 007 2365 006 2388 0.09  23.69 0.06 2465 0.14 2346 006
2448664.5515............ 2355 005 2334 005  23.15 003 2330 005 2391 006 2491 0.15  23.63 0.05
2448667.0988.......... 24.05 0.09 2320 0.04 2344 007 2414 0.09 2492 0.17  23.65 0.05
2448667.5009.......... 2352 005 2295 004 2320 004 2335 005 2414 008 2464 012  23.58 0.05
2448668.1718......... 2390 0.06  22.84 003 2330 004  23.32 005 2423 0.09 2459 0.11  23.63 0.06
24486693788 ......... 2360 005 2277 004 2338 004 2346 006  24.15 007 2452 010  23.51 0.05
2448670.1163.......... 2407 009 2299 007 2335 004 2343 006 2427 0.09 2458 0.14 2338 0.05
2448671.1219.......... 2397 008 2324 004 2338 0.04 2348 005  24.17 007 2488 0.14  23.16 0.04
2448671.3233........ 2359 006 2332 005 2340 005 2345 005 2411 009 2505 0.17  23.17 0.04
2448672.1282....... 2277 003 2351 005 2361 005 2402 007 2519 020  23.06 0.04
2448673.2011........ 2380006 2275 003 2352 005 2369 005 2335004 2543 024 2296 0.04
2448675.1484.......... 2378 006 2306 007 2370 0.05  23.63 0.06 2347 005 2456 0.12  23.02 0.04
2448677.0950........ 2398 0.09 2386 006 2391 007 2360 005 2463 011  23.15 0.04
2448679.0409........ 2403 008 2289 004 2440 021 2396 0.09 2383 006 2493 0.15  23.20 0.05
2448679.175% ......... 2276 006 2242 005 2301 0.07 21.96 0.05
24486842376 ......... 2356 008 2281 004 2390 007  23.60 009 2426 0.11 2442 0.14 2349 0.06
2448691.1064......... 2413 0.14 2293 004 2321 004 2345006 2348 005 2460 0.11  23.56 0.06
2448694.7231.......... 2367 006  22.76 0.04 2377 008 23.78 0.06 23.65 0.06

Not1e.—HIJD values ending with (*) indicate F785LP observation and magnitudes.

Basel photometry, and is included both in Table 2 and Figure
2. The photometry procedure used at STScI rejected the object
since it is too close to the edge of the frame, but it is clear from
visual inspection that it is a bona fide variable—the photo-

For all the variables for which we have periods, we calculate
the mean intensity and phase-weighted apparent magnitude in
F555W:

metry given in Table 2 for this particular object is from the
Basel photometry.

Light curves could be obtained for 33 of the 39 variables
above in the period range 2 to 45 days. The remaining six
objects are either aperiodic or have periods in excess of 45 days
that cannot be determined from the present observations
covering a 47 day range. Alias problems are essentially non-
existent since the data sample the above period range
extremely well, and there is no ambiguity about the periods.
From the light curves, 29 objects are seen to be possible Ce-
pheids. The light curves for these 29 are plotted in order of
derived period in Figure 4. The remaining four variables for
which we have light curves (last four panels of Fig. 4) are
definitely not Cepheids.

(F555W) = —2.5 log,o Z 0.5(¢i 41 — ¢;- 10704, (4)
i=1

where n is the number of observations, ¢, is the phase of the ith
observation in order of increasing phase (after folding the
period). Note that the above equation requires the nonexistent
entities ¢, and ¢, . ,: ¢, is set identical to ¢,, and ¢, is set
identical to ¢,, which is just tantamount to allowing cyclical
continuity across ¢ =0 (or ¢ =1). The phase-weighted
method of estimating mean magnitudes is superior to a
straight mean and, as discussed in Saha & Hoessel (1990),
minimizes the systematic biases (from loss of faint
measurements) in the mean magnitude.

Table 3 contains the summary information of all the vari-
ables. The derived periods are given in the second column, and
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the mean F555W magnitudes (calculated as above) in the third
column. For the variables with unknown periods, a less certain
mean magnitude is quoted, and individual measurements are

SAHA ET AL.

available in Table 2.

Vol. 425

4. PHOTOMETRY AND DETECTION OF VARIABLE STARS
AT BASEL

This section describes the procedure followed in Basel,
where the photometry was obtained independently from STScI
and by utilizing different methodology than the one reported
in the previous section. A first account is given in Labhardt,
Schwengeler, & Tammann (1993). The reduction and analysis
performed at the Basel Astronomical Institute used the ESO
image processing systtm MIDAS (version NOV91). The
reduction began with the data as initially processed by the
calibration pipeline program at STScI (see Table 1).

4.1. Preparation of the Original Date Sets

The detection and removal of unwanted signals caused by
cosmic rays and hot spots could not be solved to complete
satisfaction. As a matter of fact, most cosmic rays can easily be
recognized by both their sharply defined shape and their small
width of either one or two pixels. Ideally, one simply had to
compare—for each pair of exposures taken at the same
epoch—the data values of all corresponding pixels and watch

TABLE 3
CHARACTERISTICS OF THE VARIABLE STARS

Period (F555W> (F555W) 14 (F785LP) I
(days) (STScI) (Basel) (mean) (Basel) (Basel) Type Remarks
6.95 24.47 24.56 2447 23.65 2371 Cepheid
7.30 24.60 24.58 24.54 23.68 23.75 Cepheid
244: No period
24.7 2337 23.30 2329 22.38 2245 Cepheid
9.20 24.15 24.11 24.10 23.51 23.55 Cepheid
420 2192 21.90 21.87 21.14 21.19 Cepheid
5.75 24.72 24.65 24.65 23.80 23.86 Cepheid
375 2295 22.86 22.86 21.76 21.85 Cepheid
6.88 24.64 24.58 24.57 23.96 24.00 Cepheid
426 25.03 2498 2498 24.56 24.59 Cepheid
2.16 24.19 24.2: ?
24.6: 24.6: No period
22.4: 22.4: Cepheid? P > 50 days
e 25.3: 25.3: ?
2.63 23.92 . 23.9: . . Eclipsing
6.16 25.16 25.30* 25.13 24.59 24.63 Cepheid
18.5 22.27 e 22.2: ... .. Cepheid? Superposed stars?
21.5 22.84 2278 22.80 22.59 22.60 Cepheid
10.5 24.62 24.60 24.56 23.69 23.76 Cepheid
133 24.08 24.07 24.04 2322 23.28 Cepheid
36.3 22.41 22.36 21.50 21.57 Cepheid
3.67 24.84 25.23* 24.83 24.73 24.74 Cepheid
5.84 24.80 24.84 24.80 24.40 2443 Cepheid
21.2: 242: Red Variable?
5.18 24.84 24.89 24.85 24.49 24.51 Cepheid
435 25.08 25.46* 25.1: Cepheid F785LP too faint
20.4: LBV?
37.0 22.78 22.71 22.70 2171 21.79 Cepheid
352 22.82 22,67 2272 2213 2217 Cepheid
7.12 24.68 24.65 24.65 24.27 2429 Cepheid
18.0 23.21 23.10 23.14 2275 22.77 Cepheid
420 2246 22.30 2233 21.32 21.40 Cepheid
1.00 23.70 ... 23.7: ... Eclipsing?
1.35 2293 ... 229: . ... Eclipsing?
220 2348 23.46 23.42 22.55 22,62 Cepheid
20.6 23.63 2341 23.36 2221 2231 Cepheid
16.0 23.81 23.78 23.76 23.06 23.11 Cepheid
7.35 24.84 2492 24.85 24.30 2434 Cepheid
26.8 23.34 23.15 23.20 2217 2225 Cepheid

NoTe.—Objects with blank entries under the “Period ” column are those for which there is definite variability, but no periodicity can be
determined from the data to hand. Values ending with “ : ” are approximate due to missing information.
2 Basel magnitudes poorly defined due to very low S/N. They were not used for the calculation of (V) (mean).
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for obvious discrepancies. The prerequisites for such an anti-
coincidence check are (i) perfect registration on the CCD chip
and (ii) the absence of any shift between successively recorded
images.

With regard to (i), a comprehensive list of permanent defects
(blocked columns and traps) is given by Lauer (1992). In the
present work, only the corrupted columns and a few of the
traps were modified on every image by approximation with a
least-squares, second-order polynomial using the adjacent
“good” pixels. The exposures WOUAOS501T and ...I04T are
affected by streaks from a moving object.

Condition (ii) was almost ideally met due to the superb
pointing capability of HST. The spatial shift between two
exposures taken at the same epoch amounted typically to 0.1
pixel, in a few cases up to a few tenth of a pixel. The shifts from
one epoch to any other epoch ranges from 0 to 2 pixels; the
maximum offset was 4 pixels. Nevertheless, this small shift due
to nonperfect pointing of the telescope is extremely important
in view of the severe undersampling of the WFC. The careless
application of any cleaning procedure is likely to behead the
brighter of the two intensity peaks registered for one and the
same star at the same epoch.

As a result of many experiments it was decided to remove
only signals detected above a fixed threshold, i.e., concentrate
on the high- and medium-energy cosmic rays and leave the
low-level cosmic rays which cannot be distinguished from faint
stars. The average sky background level in star free regions is
21 DN with a rms scatter of 2.1 DN. The activation threshold
was set to approximately 7 ¢ noise fluctuation (15 DN). The
following procedure was applied to every back-to-back image
pair with the exception of the incomplete case WOUAOJ... and
yielded the detection and replacement of some 4000 pixels
affected by CR and hot-spots on every 800 x 800 frame.

1. On a pixel-by-pixel basis, a “clean” image is generated
which takes the lower of the two parent values.

2. Each of the two parent exposures is separately compared
with the clean image and all residuals are collected in the form
of two difference images.

3. On any of the difference images, only those pixels are
considered that are above the activation threshold. They get
replaced by the value of the corresponding pixel in the other
parent image.

Following the basic procedures established for the reduction
and analysis of ground-based data (Labhardt, Spaenhauer, &
Schwengeler 1991, 1992), the cleaned image pairs were coadded
after alignment to within a fraction of a pixel (translation,
rotation, and rebinning) to form one combined image for every
epoch. The photometric consequence of this staking method
(causing a slight broadening of the PSF) compared with the
direct image addition after correction for linear shifts (keeping
the original PSF) is addressed again in § 4.2. Initial experi-
ments with image restoration based on ideas given in recent
issues of the ECF Newsletter were soon abandoned because
the mandatory flux conservation got violated and there was
unavoidable increase of noise.

4.2. Stellar Photometry

As there was no tool available to perform optimum
crowded-field photometry in the aberrated HST images, one
again had to rely on previously gained experience and utilize
procedures developed for the measurement of ground-based
data. The ROMAFOT (Buonanno et al. 1979, 1983) package
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as implemented in the MIDAS environment was mainly used
for this project. It fits a sum of elementary, analytically deter-
mined PSFs to the data set, simultaneously with an analytical
plane for the description of the sky background. The program
does not support the variation of the PSF across the field—a
severe restriction when one is faced with a spatially and tempo-
rally changing PSF. The methodology to arrive at reliable
instrumental photometry included the following steps.

1. Construction of the PSF.—As no reconstruction of the
ideal PSF was attempted, and yet all the S/N was contained in
the core of the severely undersampled WFC PSF, a simple fit
of the central intensity peak was undertaken. Due to extreme
crowding in WF3 and WF4 it was impossible to define the PSF
from a sufficient number of stars for each of the four chips
separately. Using all bright and isolated stars that could be
found in WF1 to WF4, a “ best ” mean PSF was determined for
F555W and F785LP and kept stable for all epochs. The values
adopted for the fixed parameters of the uniform Moffat func-
tion (Moffat 1969) were f = 4.0, opsssw = 2.20 pixels, and
OrrgsLp = 2.40 pixels.

2. Selection and photometry of program stars—In order to
get a most reliable search list as input for the fit procedure, five
images were digitally added. Several attempts were undertaken
to automatically detect all objects above the sky. However, this
task becomes exceedingly difficult in crowded regions and in
the vicinity of (bright) stars. The latter is covered with spikes
and tendrils due to the aberration problem of the telescope. In
addition, a substantial part of the spurious detections were
created by low-level cosmic rays. The resulting lists contained
up to several 10* mostly useless identifications per chip. These
could in principle be excluded from further consideration after
fitting the PSF with floating parameters. The size of ¢ is a good
discriminator between stars and extended objects as well as
almost pointlike CR hits. As a reasonable alternative to this
impractical approach, and interactive star identification was
done. For each of the four WFC fields a small but manageable
object list with less than 200 hand-selected entries was com-
piled. This clearly subjective procedure resulted in unequal
values for the limiting magnitudes of the four subfields. The
actual fit was based on this unique set of input lists. It allowed
for a varying but not tilted sky background. Every single mea-
surement was evaluated by inspecting the displayed intensity
profile and the superposed fit as well as the residual subimage.
Through direct interaction, the fit quality was improved where
necessary by adding stellar components, defining holes for the
suppression of unwanted features like cosmic rays, and adjust-
ing the dimensions and the shape of the windows in which to
perform the fit. This time-consuming process resulted in four
files holding a total of 600 instrumental stellar magnitudes for
each of the 20 epochs.

3. Correcting the photometry for temporal variations—At
this stage the instrumental photometry was far from being
homogeneous. The individual measurements were still affected
by spatial variations of the PSF across the detector, differences
of the PSF from chip to chip, and temporal variations. The
latter were caused by changes of the PSF due to telescope jitter
during the exposure, focus adjustments, and a series of decon-
tamination events that changed the characteristics of the flat
field over the whole time span of observations. The obvious
impact on photometry of these various effects was not closely
monitored by any external observing or calibration program.
Our science data were not suited to correct for all the effects.
Fortunately, there was a way to correct at least relatively for
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the effect of temporal changes. Plotting the instrumental mag-
nitudes of individual stars versus time (i.e., epoch) revealed a
general pattern of fluctuation, the amplitude of which was
much larger than our internal photometric errors. For every
F555W image and epoch the average instrumental magnitude
offset relative to the epoch with the highest count rate (thus the
most sensitive state of the instrument) was determined, based
on a sample of bright, intrinsically nonvariable stars. The latter
were also selected to represent for each chip as fairly as pos-
sible the area actually covered by program stars. In this way
there was partial removal of the spatial variation of the photo-
metric zero point. The resulting magnitude corrections ranged
from O to 0.2 mag (Fig. 5). All instrumental magnitudes were
corrected accordingly and thereby put on a homogeneous
photometric level. The two F785LP images were treated simi-
larly; the first epoch served as photometric reference. The flat-
field procedure puts the full-aperture magnitudes from the
different chips on par. However since a PSF represents a frac-
tion of the light, and since the individual reimaging cameras for
the various chips can produce slight differences in the PSFs,
our homogenized instrumental photometry is possibley still
affected by intrinsic chip-to-chip variations. Thus the zero
point corrections must be performed individually for each chip.

4. Photometric zero-point correction—To get from the
instrumental magnitudes to the standard magnitude system,
which is the ground-based WFPC system described in Harris
et al. (1991), we strongly relied on the information given by the
SV Report. As a matter of fact, the basic zero-point constant
depends on the camera, filter, flat field, contamination, the
digital aperture used for the photometry, etc. In the SV Report,
one can find the aperture corrections of the flight magnitudes
for radii 5 to 35 pixels (Table 12.7) and the mean zeropoints
relative to the ground-based WFPC system for full aperture
(40 pixels) photometry (Table 12.15). Note that for each pass-
band and all four WF cameras the SV Report gives only one
value for the uniform photometric zeropoint, which is ade-
quate since differences in sensitivity between the four CCD
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chips are accounted for in the pipeline flat-fielding procedure
(see previous section). Before applying any of the published
aperture corrections, the actual fraction of detected light
covered by the ROMAFOT-returned PSF had to be deter-
mined. Due to either the severe crowding (WF1, WF3, WF4) or
the lack of foreground stars in the region surrounding the
target (WF1, WF2) the images contained not a single isolated
star that is perfect for full aperture photometry. Therefore,
growth curves were constructed from magnitude measure-
ments taken with aperture radii of n pixels (where n = 2, 3, 4,
...). The sky brightness was estimated in a concentric annulus
with radii of 40 and 50 pixels. On images from all four WF
cameras, (F555W) and seven (F785LP) bright, isolated stars
could be measured out to radii of 20 pixels without running
into neighboring objects. Assuming that these growth curves
would follow for all four WFC, the same filter specific template
defined by the brightest star on WF2 (the correction from 20
pixel to 40 pixel apertures are not expected to be affected by
differences in the individual reimaging cameras, but by the
spherical-aberration problem that affects all chips in essentially
the same way), every individual curve was shifted vertically to
coincide with the template over the range from 12 to 20 pixel
radius. The difference in brightness between the two curves was
read at a radius of 20 pixels and used to correct the less well-
defined curve for the effects of remaining CR spikes, variation
of the sky background, and low S/N. The individual aperture
corrections were weighted according to the curve’s quality and
averaged to Ampgp,,—20pix = 1.537 £ 0.008 mag for the
F555W images and 1.764 + 0.003 mag for F785LP.

The arithmetic combination of the above mentioned aper-
ture corrections with the scaling to an exposure time of 1 s and
the nominal zero-point constant finally resulted in the adopted
additive correction of 30.398 mag (F555W) and 28.723 mag
(F785LP) for translating the homogenized instrumental
ROMAFOT magnitudes to the HST standard system. The
internal accuracy of these constants is approximately +0.02
mag; the estimated error of the calibrated single measurements
is 5 times larger. Note that the contamination problem intro-
duced an additional photometric zero-point error of unknown
size between our reference epochs (1992 February 24 for
F555W, 1992 February 26 for F785LP) and the epoch at which
the zero-point constants published in the SV Report were
determined (1992 January 1). The internal accuracy of the
homogenized data can be illustrated by the dependence of the
statistical error of the F555W magnitudes, averaged over 19
epochs, on the mean magnitude (see Fig. 6 below). The limit of
the latter is at ~24.6 mag for the WF1 images, 23.4 mag for
WF2, 23.8 mag for WF3, and 24.0 mag for WF4. The photo-
metric measurements described above were made on images
prepared by the stacking method (see § 4.1). A comparison
with the photometry obtained from directly added back-to-
back exposures revealed no systematic differences: owing to
the narrower PSF, the growth curve analysis resulted in a
somewhat larger (typically +0.02 mag) aperture correction to
be applied.

As an external check of the photometric calibration, the V
image taken from the ground by Kristian and Carlson (§ 3.2)
was also measured with ROMAFOT in Basel. A total of 53
stars not too obviously affected by blends were used to
compare the ground-based instrumental V' magnitudes with
the mean F555W magnitudes averaged over 10 epochs. The
resulting zeropoint value was different for each of the four
chips but always within +0.2 mag of the above mentioned
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constant. Differences between the two photometric systems
(Harris et al. 1991) are negligible at this level of discrepancy.
Clearly the data cannot improve the calibration provided by
the SV Report. This is in part due to the ground-based quality
of the frames. However, the error itself reflects the overall accu-
racy of our HST data. This statement is in good agreement
with the corresponding findings at STScI (§ 3.3).

4.3. Finding Variables and Determining Light Curves

For all epochs, a matching procedure combined the valid
F555W magnitudes belonging to the same object. The gener-
ated large data pool was searched for significant (>0.2 mag)
brightness variations of its entries within the time span covered
by the observations. The standard deviation of (F555W pro-
vided a most efficient tool to single out variable stars. Its
dependence on the mean instrumental magnitude is shown in
Figure 6. There is a pronounced separation of variable stars
from stable stars. Every suspect candidate star was first
checked on all images for genuine variability by using the
DAOPHOT 1 software (Stetson 1987) within MIDAS. The
findings of ROMAFOT were fully validated. Then the light
curve of each confirmed variable was generated and examined
for its characteristics. Running a simple period finding
program revealed 12 Cepheids and a couple of variables of
different type.

Only at this stage did a detailed comparison take place of
the photometry and list of bona fide candidates established
independently at the two reduction sites (see also following
section). With the exception of just one bright Cepheid (C3-
V12) there was total agreement on the detected candidates
found in the common part of the object search list. The pro-
cedure for determining the light curve and performing a
periodicity test as described in § 3.4 was subsequently also used
in Basel. Positions of the fainter candidates found at STScI on
the basis of the much deeper DoPHOT photometry were used
at Basel to get the corresponding ROMAFOT magnitudes for
all F555W and the two F785LP images. However, no addi-
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tional effort was undertaken to remeasure and reevaluate the
full original object list created at STScl. The Basel (F555W)
magnitudes are intensity means over the light curve, expressed
in magnitudes, and shown in the fourth column of Table 3. The
very low S/N of the three faintest Cepheids prevented
ROMAFOT from returning reliable measurements. Therefore
{F555W )y, below 25 mag were not considered for the deter-
mination of the final (F555W). Object C3-V12 was not
treated by the procedure at STScl where it was deemed too
close to the field edge. Detailed photometry of the non-
Cepheids is presented only from STScl.

The (F785LP) magnitudes in the sixth coluum of Table 3,
measured only in Basel, reflect intensity means as well,
although they are based on observations at only two epochs.
This turned out to be sufficient for constructing with very good
accuracy the shape of the entire infrared light curve of normal
Cepheids, if the light curve in the visual is known (Labhardt &
Sandage 1993). The amplitude ratio and the phase shift are
only a function of period.

4.4. Comparison with Results Obtained at STScl

The F555W magnitudes obtained independently at Basel
and STSclI for all stars measured in common are in agreement
to within the measuring errors discussed above. The residuals
calculated for individual images show no irregular distribution
caused by any scale error. They attest a very consistent deter-
mination of the zero points in the photometry. The systematic
difference (Basel-STScI) amounts to only a few hundredths of a
magnitude.

The near congruity of the two searches over the magnitude
interval in common indicates that the sample is nearly com-
plete for at least the brighter Cepheids. Some Cepheids may
have been lost to both searches due to overcrowding, but this is
not a dominant effect. This is shown by the fact that 14 Ce-
pheids were found in the most crowded field of WF4, but only
three on chip 2, which has the lowest surface brightness. Also,
all objects which fall into the instability strip of the color-
magnitude diagram (see following section for CMD) were
investigated ex post facto for variability, and no additional
variables were found in this way. It is believed that the 34
nonvariables seen in the instability strip are just stable objects
that are apparently scattered into the instability strip by noise
and photometry errors.

The periods given in Table 3 carry exceptionally large errors,
because the entire observing interval lasted only 46 days. The
longest Cepheid periods may therefore have errors of ~1 day.
The shorter periods are uncertain in the first decimal. These
errors, however, are of no importance for the following dis-
cussion.

The random error of the infrared magnitudes in the sixth
column of Table 3 can be estimated since each of the two
F785LP magnitudes provides a value of (F785LP) following
the procedure of Labhardt & Sandage (1993). Thus, one finds a
mean error of the adopted mean of 0.15 mag. It follows from
the above that the compounded mean error of the colors
(F555W) — (F785LP) is 0.18 mag to increase to 0.25 mag for
the faintest Cepheids. Judging from the good definition of the
light curves shown in Figure 4, one estimates the mean errors
of amplitudes to be ~0.1 mag.

5. THE P-L RELATIONS IN ¥V AND I AND THE DISTANCE
MODULUS FOR IC 4182

The mean F555W magnitudes obtained independently at
the two sites were averaged into {F555W). The mean F785LP
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magnitudes obtained at Basel only by the procedure described
above were used in conjunction with the (F555W) modifi-
cations of the transformations given by Harris et al. (1991).
Based on our analysis of BV'I data taken from Landolt (1973,
1983, 1992), we approximate (V' —I) =~ (B— V) over the range
0.0 < (B—V) < 1.6. Under this assumption there is

V = F555W — 0.0679(F555W — F785LP)
+ 0.0198(F555W — F785)%, (5)
and
I = F785LP + 0.0485(F555W — F785LP)
+ 0.0268(F555W — F785LP)>. (6)

Thus, the resulting <V» and {I') values, presented in the fifth
and seventh columns of Table 3, are in the Johnson-Cousins
standard system.

Prior calibrations of the Cepheid P-L relation in V from
Cepheids in the Local Group are

M, = —2.831log P — 1.37 (Sandage and Tammann 1968),
()
M, = —-278log P — 1.35 (Feastand Walker 1987), (8)
M, = —276log P — 1.40
(Madore and Freedman 1991, sample 1), (9)
M, = -288log P —124
(Madore and Freedman 1991, sample 2) . (10)

The equations (9) and (10) are based on different samples of
LMC Cepheids, as discussed in Madore & Freedman (1991).
The calibrations in V' are mutually consistent to within 0.1 mag
in the period interval 3 to 40 days. This agreement is impres-
sive if one notes that equations (7) and (8) are calibrated with
Galactic Cepheids, whereas equations (9) and (10) are based on
an adopted apparent LMC modulus of 18.83 in V, correspond-
ing to a true distance modulus of 18.50. Furthermore, the cali-
brating Galactic Cepheids have higher metallicity than those
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in the LMC. This corroborates the Freedman & Madore
(1990) result, from a study of Cepheids in three fields of M31
with different metallicity, that the P-L relation in V and longer
wavelengths is quite insensitive to metallicity.

The only calibrated P-L relations in <I) are from Madore &
Freedman (1991). Again, from the two different LMC samples
they found

M,;= —3.06 log P — 1.81

(Madore & Freedman 1991, sample 1), (11)
M,= —314log P — 1.70

(Madore & Freedman 1991, sample 2) . (12)

The period-luminosity relation for the 28 Cepheids in <V
and {I) is illustrated in Figures 7a and 7b, respectively. In
Figure 7a the continuous line is a forced fit with a slope of
—2.83, corresponding to the Sandage & Tammann (1968) P-L
relation, and is in excellent agreement with the data. The
dashed lines drawn +0.40 mag from it indicate the projection
of the finite width of the instability strip and thus the expected
intrinsic scatter envelope around the ridge line. The mean
scatter about the ridge line of 0.27 mag (and thus hardly
affected by the measuring errors of about 0.1 mag) is exactly
the same as that found by Madore & Freedman (1991). The
four faintest Cepheids lie somewhat above the ridge line, sug-
gesting the possibility of selection bias, although their overlu-
minosity is supported by their relatively blue (V> — {I) color,
as discussed later. In Figure 7b, the force fit is with a slope of
—3.06 corresponding to the Madore & Freedman (1991)
sample 1. Again the slope fits the data perfectly. The envelope
lines are now at +0.32 mag from the ridge line. The mean error
in measurement for (I is 0.18 mag, and the observed scatter
about the ridge line is 0.26 mag, which yields a formal intrinsic
scatter of 0.19 mag, again in agreement with the 0.18 to 0.21
mag scatter found by Madore & Freedman (1991) for the LMC
Cepheids.

The conclusion from the above is that the P-L relations in
(V> and <I) are perfectly consistent with external data and
can be directly compared with the P-L calibrations shown
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F1G. 7.—a) P-L relation for Cepheids in IC 4182 in V (see § 5 for details). (b): P-L relation for Cepheids in IC 4182 in I (see § 5 for details).
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TABLE 4
DiSsTANCE MopuL1 FROM CEPHEIDS IN IC 4182 FROM VARIOUS P-L RELATIONS

From (V) Data
(28 Cepheids)

28.36 + 0.05, ¢ = 0.26
28.29 + 0.05, o = 0.27
28.31 + 0.05, o = 0.27
28.29 + 0.05, 0 = 0.28

From {I) Data

P-L Calibration (27 Cepheids)

Sandage & Tammann 1968 .....................
Feast & Walker 1987 ............ccovvinnninnnn,
Madore & Freedman 1991, sample 1 ...........
Madore & Freedman 1991, sample 2 ...........

2842 + 0.05, ¢ = 0.24
28.40 + 0.05, ¢ = 0.24

Mean ....ooiiiiiiiiii e

Overallmean .............ccovvvviviiiinnennnnn,

28.31 + 0.05 28.41 + 0.05

28.36 + 0.05

Note—In addition, zero-point uncertainty in each of (¥ ) and {I) is ~0.1 mag.

above to derive the apparent distance to IC 4182. For the data
and fits shown in Figures 7a and 7b, the difference of the
observed intercept from the constant terms in the correspond-
ing P-L relations cited above directly yields the apparent dis-
tance modulus. Similarly, the apparent moduli corresponding
to the other P-L relation calibrations mentioned above can be
derived. The results are summarized in Table 4. Additional
allowance of 0.1 mag should be made to accommodate errors
in the zero-point determination in each passband.

Comparing the results of (m — M),, and (m — M), obtained
from the Madore & Freedman (1991) P-L relations in V and I
we find that (m — M), — (m — M), = —0.11(£0.15) (allowing
for 0.1 mag zero-point errors in each passband) for each of
their two samples. Since we are dealing with self-consistent P-L
relations derived by them, we conclude that the formal value of
E, _, is therefore —0.11 + 0.07. Using A4,/4; = 1.7 (Scheffler
1982), we thus obtain formally

A, =143E,_, = —0.16 + 021, 13)
Ay =243E,_;, = —027 + 036 (14)

The extinction cannot be negative, and the above results are
statistically consistent with zero extinction. A more rigorous
statement is that extinction in both I and V is less than 0.1
mag. We thus adopt 4; = A, = 0.0, which implies that the
overall mean from Table 4 is the best estimate of the true
distance modulus. The uncertainties quoted in Table 4 reflect
the statistical errors and must be compounded with the zero-
point error of 0.1 mag in each of V and I. This makes
(m — M), =2831+0.12 and (m — M), = 28.41 £+ 0.12. The
best estimate of the true distance modulus of IC 4182 is the
overall mean:

(m — M), = 2836 + 0.09 . (15)

Any errors that result from adopting zero extinction are not
included in the above uncertainties. A 3 ¢ lower limit of
(m — M) = 27.94 can be placed from the value of (m — M); and
estimated value and uncertainty in A4,. Other estimates of
extinction will be reported in the following sections.

The 14 Cepheids in chips 1, 2, and 3 yield (m — M), = 28.34
+ 0.08, and the 14 in the crowded chip 4 field give
(m — M), = 28.38 + 0.06, where the uncertainties are the sta-
tistical errors and do not include the zero-point uncertainties.
The agreement in moduli to 0.04 mag demonstrates that

1. Magnitude zero points, which are evaluated independent-
ly in each chip, show very good consistency, which demon-
strates that the evaluated zero points are essentially the same
for the crowded and sparse areas of the field, and may in fact be
much better than the conservative uncertainty estimate of 0.1
mag.

2. There is no evidence for different extinction as one goes
from the crowded to sparser areas of the field.

6. PROPERTIES OF THE INSTABILITY STRIP

Consider the location of Cepheids on a color-magnitude
diagram (CMD): the lines of constant period cross the CMD
plane with negative slope. Hence they traverse the finite width
of the nearly vertical instability strip at higher luminosities in
the blue than in the red (see, for example, Sandage 1957, 1972;
Sandage & Tammann 1968). Thus, a Cepheid that is relatively
blue compared to one with the same period that is relatively red
is expected to be more luminous. To first order, the magnitude
residuals, Ry, of individual Cepheids with respect to the mean
ridge line of the P-L relation are expected to correlate with the
color. More generally, there should be a period-luminosity-
color (P-L-C) relation that has no intrinsic scatter. The P-L
relation is a projection of the P-L-C relation, as is the P-C
relation, where each has intrinsic scatter since the third vari-
able is disregarded. It is worth examining the P-C and P-L-C
relations for the IC 4182 Cepheids and comparing them with
other empirical data, as well as against theory.

6.1. The Period-Color Relation

The data from IC 4182 are plotted on the period-color plane
in Figure 8. The formal regression of (V) — <I) on log P
yields

(V> — I =043 log P +0.16, (16)

where the 1 ¢ uncertainty in the slope is +0.23, and where the
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log P

F1G. 8—Period-color correlation for Cepheids in IC 4182 (see § 6.1 for
details).
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residuals in (V) — {I) scatter by 6, _; = 0.21 mag. This is
shown in Figure 8 by the dashed line.

An empirical ridge line of the P-C relation can be found by
subtracting equation (11) from (9), and also (12) from (10) for
the two LMC samples studied by Madore & Freedman (1991):

(VS — I =0301log P+ 041 , 17
(V> — I =026 log P + 0.46 . (18)

A forced fit to the IC 4182 Cepheids with a slope of 0.28 (mean
of the above equations) yields

(VY —<I> =028 log P + 0.33(4 0.04) 19)

and leaves residuals with ¢, _; = 0.21 mag. This fit is shown in
Figure 8 by the continuous line. Since this fit with the forced
slope leaves residuals with identical 6, _; as that by indepen-
dently fitting the slope, the two solutions are statistically indis-
tinguishable. This scatter is only marginally larger than the
estimated color error of 0.18 mag, leaving a formal value for
the intrinsic width of the P-C relation at 0.11 mag, which holds
no surprises.

The intercept of the force-fitted P-C relation shows that
(VY —<I) is smaller than that from the Freedman and
Madore LMC samples by =~0.1 mag. This is simply a
restatement of the result that the formal value of E,_; is
—0.11. The most obvious explanation is (small) zero-point
photometric errors, as estimated in previous sections; it would
be stretching the data to infer a difference in intrinsic colors of
IC 4182 Cepheids compared to LMC Cepheids.

6.2. The Period-Luminosity-Color Relation
The P-L-C relation can be expressed to first order as

My =oalog P+ pKV)~—<I))+C. (20)

To fit such a relation to the IC 4182 Cepheid data at hand, the
least well determined quantity V) — <I) is made the depen-
dent variable, and a bilinear regression gives

VY — > =15531log P + 0413V — 1095,  (21)

where the 1 ¢ uncertainties in the coefficients of log P and V
are quite large: 2.05 and 0.72, respectively. The scatter in
(V> — ) is 0.176, again what is expected from our error
estimates. Inclusion of higher order terms (involving (log P)?,
V2, or V log P) does not reduce the scatter in V) — {I), and
thus there is no justification for them. The slope of (and uncer-
tainty in) the color term in the P-L-C relation follows trivially
from the above, but the formal value of

__w
ALYy —<D)

is very poorly constrained by the data, essentially as a result of
the large uncertainties in the measured magnitudes and colors.
To properly solve for the P-L-C relation would require magni-
tudes and colors measured to accuracies of ~0.03 mag.

2.42 22)

7. THE COLOR-MAGNITUDE DIAGRAM

In order to get a meaningful color-magnitude diagram
(CMD) based on consistent photometric measurements, the
images of the two epochs with both F555W and F785LP expo-
sures were reanalyzed. For this purpose, the tables containing
positions and trial magnitudes for some 12,500 objects orig-
inally found by DoPHOT at STScl were passed to Basel. A
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Moffat profile with floating parameters was fitted by
ROMAFOT to the images of only those objects that had been
classified by DoPHOT as either “perfect” stars, components
of a close pair, or faint objects where object classification is
impossible. Convergent magnitudes resulted for ~7000 and
3600 objects on F555W and F785LP images, respectively.
After matching those objects that were successfully measured
for both bandpasses and at each of the two epochs, there
remained a total of 1100 starlike objects with 1.5 < opgr < 4.0
(typical value for a well defined star is 2.2).

Figure 9 shows the CMD without any identified Cepheid in
the HST photometric system. The symbols distinguish
between stellar objects, galaxies (opgr = 4.0), and cosmic rays
or defects (opsr < 1.5). As expected, the latter mainly occupy
the faint part in the diagram. The instability strip between the
populations of the most luminous blue and red supergiants
contains a relatively large number of stars. The predicted esti-
mated number of field stars given by Ratnatunga & Bahcall
(1985) allow for only five stars with ¥ <25 and (B—V) < 1.3
mag within the field of view of the WFC. An empirical check of
the contamination by galactic stars was based on a set of
F555W and F785LP images of the dwarf galaxy GR 8
extracted from the HST archive. This galaxy is located at
almost the same galactic latitude as IC 4182 and is small
enough to provide on the WFC large patches of “empty ” sky.
A complete analysis of its CMD and the contamination by
foreground stars revealed similar results for the bright end,
namely just six field stars above F555W = 24 mag. For the
magnitude range 24 < V < 25, some 90 stars or galaxies were
found (extrapolated to the full image area).

Figure 10 shows the stellar content of IC 4182 (ie., all
objects plotted as filled circles in Fig. 9) after transformation to
the Johnson-Cousins VI system. We recall that the relevant
transformation equations (5) and (6) are strictly valid only for
0.0 < (V—I) < 1.6. The instability strip falls right into this
color range and accommodates all discovered Cepheids,
plotted according to their mean VI photometry given in

|
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FiG. 9—CMD of IC 4182 based on the combined photometry of epochs 3
and 1. Stars (filled circles), galaxies (open circles), and cosmic rays or defects

(triangles) were classified by DoPHOT. The ROMAFOT photometry is on the
HST system. Cepheids are not shown in this graph.
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F16. 10.—The stellar content of the CMD of Fig. 9 after transformation to
the VI standard system. The 27 discovered Cepheids (filled squares) are
included. The ridge line is from egs. (10) and (12). The dashed envelope lines are
drawn at +0.17 (see text).

Table 3. The ridge line is defined by equations (10) and (12) and
supplemented by envelope lines drawn at +0.17 mag in (V —1)
(which corresponds to an intrinsic width in the P-L relation of
+0.50 mag in V, in conjunction with the derived empirical
slope of lines of equal period in eq. [22]).

A detailed investigation of all 34 objects which fall into the
instability strip of the CMD and were not already known as
variables did not bring out any additional variables. One
therefore has to assume that these stable objects in the insta-
bility strip are incorrectly placed in the CMD due to scatter of
the magnitudes and colors and/or because they are not single
stars.

8. RESOLUTION OF THE OLD GIANTS

An aggregate image of the field region in chip 4 was made by
coregistering and co-adding 19 of the 20 individual epochs in
F555W. Figure 11 (Plate 7) displays this composite image.
The display parameters are set to show the low-level faint
features and “burns” out the brighter areas. It is immediately
apparent that the field is dotted with faint stars. The modified
DoPHOT program was run on this very deep image, and it
identified several thousand bona fide stars with F555W > 25.5
mag. A histogram of the magnitudes of unambiguous stars
identified by the program on this image is shown in Figure 12.

The sudden (as one steps fainter) resolution into stars is
exactly the effect noted by Baade (1944) for the bulge of M31,
and the sheet of resolved stars are the brightest Population II
giants, which are known to have maximum absolute ¥ magni-
tude ~ —2.5. Note from Figure 12 that the steep rise in
numbers happens at FS55W = 26.0. For the present argument
we take F555W magnitudes to be the same as V/, and so derive
a distance modulus to IC 4182 of &28.5. To within the
expected uncertainty of this method, there is excellent agree-
ment with the Cepheids.

Since IC 4182 is face on, any major internal extinction
within it would lie along a thin sheet perpendicular to the line
of sight, i.e., corresponding to the “disk.” The older Population
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II stars can lie far from the disk. Thus, the brightest resolved
giants must lie on our side of any alleged wall of extinction.
Thus, the resolved brightest Population II giants must be
essentially unaffected by internal reddening. The agreement of
the distance moduli from this method and the Cepheids to
within 0.2 mag is again a demonstration that internal extinc-
tion in IC 4182 is not an issue.

9. THE PEAK BRIGHTNESS OF SN 1937C

SN 1937C is the prototype of SNe Ia. It has exceptionally
extensive and careful photometry in the m,, system (Baade &
Zwicky 1938) and in the m,;, system (Beyer 1939). The high
internal accuracy of the photometry is demonstrated by the
small scatter and by the fact that the light curves perfectly fit
the template light curves of SNe Ia by Leibundgut et al. (1991)
(this source contains also a compilation of some additional
photometric data). It is possible to strengthen the zero point of
the old photometry and to convert the data into the modern
B, V system from subsequent photometry of the standard stars.
The pg and vis maxima are discussed in turn.

9.1. The Blue Maximum of SN 1937C

The photometry of Baade & Zwicky (1938) begins just after
maximum. With the template light curves for the pg magni-
tudes, it is therefore possible to determine a very reliable
maximum magnitude in the internal pg system. The result is

m, (max) = 8.50 + 0.05 . 23)

The photometric standard stars in the field used by Baade and
Zwicky were remeasured by Mihalas (1963). He converted his
measured B magnitudes into the m,, system by means of Arp’s
(1961) transformation equation (case 3 of the various different
definitions of m,, is the one applicable here:

my, = B —0.29 + 0.18(B—V) . (24)

Table 5 shows a comparison of Mihalas’ final pg magnitudes
against the original Baade and Zwicky values. In addition,
UBYV magnitudes of the local standard ¢ (HD 113 730) were
measured by Westerlund (1963); they are also used to obtain
the pg magnitude using the above transformation.

The comparison is also shown graphically in Figure 13. The
scatter of Baade and Zwicky’s m,, magnitudes is only 0.05 mag
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F1G. 12.—The histogram of (F555W ) magnitudes for all starlike objects in
the field of chip 4 detected on the aggregate image of 19 exposures.
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TABLE 5 TABLE 6
BLUE PHOTOMETRIC STANDARDS FOR SN 1937C VisUAL PHOTOMETRIC STANDARDS FOR SN 1937C
Star Identification® m? m,° Star BD Catalog
Identification Identification my® my® my©
A 8.37 8.48
PR 8.66 O 382403 8.10
Do 8.93 8.93 Do 37 2369 8.55 8.68
C ettt e 9.11 9.10° [ 37 2367 8.78 8.68 8.69
L« N 9.74 9.66 Ao 39 2597 9.03 9.18
[ 9.79 9.78 [ 38 2398 9.05 9.21
O 10.03 9.89 | S 38 2402 9.41 9.64
B et 10.79 10.76 B et 38 2400 9.68 9.82
1 PP 10.85 10.70 ho 38 2401 9.80
B et e 10.78 10.69 Koo 38 2405 9.84 10.09
M oo eeeeans 38 2397 10.11 10.29

* Baade & Zwicky 1938.
® Mihalas 1963.
¢ Taken from Westerlund 1963.

(!), but their stars with 9.75 <m,, < 14.2 are fainter, on
average, by 0.07 mag. Yet the two or three standards which
bracket the supernova at maximum are, if anything, too bright
on the old scale. Reading from Figure 13, a correction of +0.07
mag is thus applied to the Baade and Zwicky value 8.50, and
with this marginal correction, one obtains for SN 1937C,

m_ (max) = 8.57 + 0.10 . 25)

The value of B,,,, is derived in § 9.3, after presenting the data
for the visual maximum, so that the color terms can be evalu-
ated.

9.2. The Visual Maximum of SN 1937C

The light curve of SN 1937C as collated by Leibundgut et al.
(1991) gives

m,;(max) = 8.55 . (26)

The available observations begin 10 days after B maximum.
Since ¥V maximum is known to follow the B maximum by 2.5
days (see Leibundgut et al. 1991), and since the observations
follow the standard light curve of SNe Ia very well, the
extrapolation to ¥ maximum is well constrained. The observa-
tions were made by Beyer (1939), who was known as a very
careful observer of variable stars, at Hamburg Observatory.
He tied his local photometric comparison stars to the Harvard
Revised Photometry sequence. Eight of his local standards
have since been measured in the UBV system, five by Mihalas
(1963), and three additional ones were provided by the Centre
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FiG. 13—Comparison of Baade and Zwicky’s photographic magnitude
sequence to photoelectric measurements (see § 9.1).

# Beyer 1939.
® Mihalas 1963.
¢ Others.

des Données Stellaires. The stars with their old and new photo-
metry are listed in Table 6 and shown graphically in Figure 14.

On average, Beyer’s magnitudes are brighter by 0.13 mag
than the ¥ magnitudes, with a scatter of only 0.1 mag. Beyer’s
comparison star ¢ is given little weight, since it must be
suspected to be variable: modern photometry gives very nearly
equal brightness for the comparison stars b and ¢, whereas
Beyer estimated ¢ to be 0.23 mag fainter than comparison star
b, and the discrepancy is considerably more than can be attrib-
uted to a photometric error by Beyer. As a compromise, a
correction of 0.09 mag (faintward) to Beyer’s magnitudes is
adopted, and it follows that

V,un = 8.64 £ 0.10 27)

where the quoted uncertainty includes the error in fitting the
template visual light curve and the conversion into the modern
V system.

9.3. The Color of SN 1937C

To deduce the value of mg(max) from the above data it is
necessary to account for the fact that epoch of light maximum
is different at different wavelengths. We adopt the time of
maximum in B to be the epoch of maximum, unless otherwise
qualified, so by (B— V)., we mean B—V at epoch of B,,,.
Allowing for the fact that V,,, occurs about 2.5 days after B,,,,,
one obtains from the template light curves the simple relation

(B_ V)B(max) = Bmax - Vmax —0.02 (28)
g o 4
s
= . TR P REPES T
é ______ s
é
°r T
¢
$ L 4
8 515 ; 9:5 1\0 10‘.5 1
m,, (Beyer)

FiG. 14—Comparison of Beyer’s visual magnitude sequence to photoelec-
tric ¥V magnitudes (see § 9.2).

© American Astronomical Society ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/abs/1994ApJ...425...14S

No. 1, 1994

(Cadonau 1987; Sandage & Tammann 1993). It follows from
equations (24), (25), (27), and (28) that

B, =883 +0.11, (29)

and
(B—V)pgmaxy = 0.19 £ 0.15 . (30)

The observed (B— V)., Values of the Sandage & Tammann
(1993) sample of 34 SNe Ia values range from —0.32 to +0.66.
This is almost certainly larger than the instrinsic dispersion in
colors at maximum; the observed dispersion can be caused by
some combination of three effects:

(1) intrinsic dispersion of colors at maxima of type Ia super-
novae,

(2) reddening by dust in the host galaxy, and

(3) errors in the measured colors, particularly due to impro-

per transformation of photometry to the standard Kron-
Cousins system.
The relative importance ascribed to each of the above sources
of color scatter can lead to vastly different conclusions. A
detailed discussion given by Sandage & Tammann (1993) and
the various scenarios are not repeated here. We note only with
satisfaction that equation (30) agrees within the errors with
their preferred mean color of SNe Ia of (B—V)pp.y = 0.09
+ 0.04, but in any case, the approach taken in this paper
circumvents having to rely on colors of SNe Ia as a class.

9.4. Calibration of SN 1937C

Using our best estimate of the distance modulus for IC 4182
(eq. 15), we obtain from equations (25), (27), and (29) the follow-
ing values for the peak absolute magnitudes of SNe 1937C in
the various passbands:

M, (max) = —19.79 + 0.13 (1)
My(max) = —19.51 + 0.14 , (32)
M, (max) = —19.72 + 0.13 . 33)

Note that the value of M, derived above is essentially indepen-
dent of the adopted extinction and only altered if there is a
difference in the extinction to SN 1937C relative to the mean
extinction to the Cepheids. The colors implied by the above
equations are valid, provided the extinction to SN 1937C is
negligible.

10. A PRELIMINARY VALUE FORH,

10.1. The Hubble Diagram From SNe Ia

Evidence that the absolute magnitudes at maximum of type
Ia SNe have only a small dispersion has been reviewed by
Branch & Tammann (1992). The basis is

(1) Uniformity of light curves,

(2) homogeneity of the spectra at various times at maximum
and beyond,

(3) the near identity of the observed apparent magnitudes at
maximum for SNe Ia in three galaxies, each of which have
produced two such supernovae,

(4) same observed apparent magnitudes of the 10 SNe Ia
observed in galaxies in the Virgo cluster, and

(5) the excellent agreement of the absolute magnitude cali-
bration done by several independent means, including theo-
retical calculations.

It is acknowledged that there is a class of “ peculiar ” SNe Ia,
which are underluminous, but these can be identified a priori
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from peculiarities in their light curves, spectra, and/or energy
distribution. Discussion of these issues has been made by
Sandage & Tammann (1993) and need not be repeated here.

From the available data for 34 prototypical SNe Ia (ie.,
those that do not show the types of peculiarities discussed
above) in host galaxies with recession velocities v,,, > 1179
km s~ ! (and thus relatively free from noncosmological peculiar
motion components), Sandage & Tammann (1993) have con-
structed Hubble diagrams relating peak observed magnitudes
m,., mg and my, to the logarithm of the recession velocity. As
discussed in detail in their § 2.1, the data fall along the required
slope of d log v/d log m = 0.2 and show no systematic depar-
ture with apparent magnitude, as would be expected in a flux-
limited sample if the distance indicator had significant intrinsic
dispersion (the Malmquist bias). Rather, the data imply that
the intrinsic standard deviation in peak magnitudes is smaller
than 0.2 mag. The random scatter in the data are typically
larger, ranging from 0.65 mag in m,(max) to 0.36 mag in
my(max), and can be attributed to observational errors and
some (but not very significant) extinction.

10.2. The Value of H,,

From the Hubble diagram in ¥ (Sandage & Tammann 1993)
for SNe Ia in host galaxies with velocities in the range 1179 <
V550 < 15000 km s~ !, we have

log v = 0.2m), + 0.658 (+ 0.012), (34

and hence
log H, = 0.2M(max) + 5.658(+ 0.012) , (35)

where individual supernovae scatter in magnitude from the
fitted regression with g,, = 0.36 mag. The measured value of
M (max) for SN 1937C then yields H,. The uncertainty in the
value derived in this way depends not only on the uncertainty
in the determination of M, (max), but also on the scatter in the
observed m, from individual SNe Ia in the Hubble diagram:
taken in quadrature, this gives a net uncertainty M, (max) =
0.38.
Differentiating equation (35), we can write

oH

—2 = 0.466M (max) . (36)
H,
From equations (33), (35), and (36) we therefore obtain
Hy=52+9kms ! Mpc!. 37

Since the uncertainty is dominated by random scatter in the
Hubble diagram, determination of M, (max) for N calibrator
SN Ia will reduce the uncertainty as N°-°.

Future progress on H, has therefore to follow two routes:

1. Additional SNe Ia in or beyond the Virgo cluster and
with accurate photometry near maximum will improve the
definition of the Hubble line of equation (34).

2. New Cepheid distances to galaxies which have produced
well-observed SNe Ia will clarify the role of SNe Ia as standard
candles and reduce the random error of H,. Corresponding
steps are presently in progress.
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