iL,

&

FTOV3ASY; D 41T

THE ASTROPHYSICAL JOURNAL, 414:219-229, 1993 September 1
© 1993. The American Astronomical Society. All rights reserved. Printed in U.S.A.

HIGH-RESOLUTION X-RAY SPECTROSCOPY OF THE SUPERNOVA REMNANT N132D

UNA HWANG,! JouN P. HUGHES,? CLAUDE R. CANIZARES,! AND THOMAS H. MARKERT!
Received 1992 December 18; accepted 1993 March 10

ABSTRACT

We present a joint nonequilibrium ionization analysis of spectral data from the Einstein Observatory of the
supernova remnant N132D in the Large Magellanic Cloud. We use high spectral resolution data from the
Focal Plane Crystal Spectrometer (FPCS) and the Solid State Spectrometer (SSS), and lower spectral
resolution data from the Imaging Proportional Counter (IPC) and Monitor Proportional Counter (MPC).
Our updated analysis uses new calibrations for the FPCS and SSS efficiencies and a - single-temperature,
single-ionization time-scale model for the plasma. The FPCS detected individual emission lines of O vi1, O viI,
Ne 1x, Ne X, Fe xvI1, and possibly Fe xx. Measured line widths for the oxygen lines suggest Doppler broaden-
ing that is roughly consistent with optically measured expansion velocities of 2250 km s~ !. Constraints on
temperature and ionization age from measured FPCS line flux ratios are consistent with results of spectral fits
to the SSS and IPC data, which give a temperature of 8.4 (+0.8; —0.6) x 10° K and an ionization age of 6.1
(+5.0; —2.6) x 10® cm 3 yr. At the SSS/IPC temperature, FPCS flux ratios constrain the O/Fe abundance to
be at least 1.9 times its solar value and the O/Ne abundance to be 0.2-1.0 times its solar value. The SSS/IPC
fits provide constraints of 1.0-4.0 times solar for O/Fe and 0.5-1.5 times solar for O/Ne which are consistent
with the FPCS results. We are puzzled to find that the SSS/IPC fits indicate abundances of oxygen and other
heavy elements relative to the light elements that are below both their solar values and their mean values for
the LMC. We therefore compare abundance ratios to calculations for the composition of ejecta from Type II
supernovae including a contribution from swept-up interstellar material with elemental abundances appropri-
ate for the LMC. Models for remnants with progenitor masses of 20 and 25 M are completely consistent
with the data, while remnants with progenitor masses of 13 and 15 M can be made consistent if the progeni-
tors are required to eject a large fraction of their iron cores.

Subject headings: ISM: individual (LMC N132D) — Magellanic Clouds — supernova remnants —

X-rays: interstellar

1. INTRODUCTION

Supernova remnant N132D in the Large Magellanic Cloud
(LMC) was identified as a nonthermal radio source by West-
erlund & Mathewson in 1966. Since then, optical observations
have placed N132D in a class of remnants, typified by Cassio-
peia A in our galaxy, which have large expansion velocities
(=1000 km s~ !) and are rich in oxygen emission. Observations
by Danziger & Dennefeld (1976) and Lasker (1978) show that
N132D has a complex spatial structure in the optical that can
be divided into the following: a ring of oxygen-rich filaments
expanding at large velocities, a relatively quiescent outer shell,
and an extended region of diffuse material. Individual oxygen-
rich filaments in the ring have masses of ~0.0015 M and O/H
abundance ratios enhanced 10-100 times relative to the LMC
remnant N49. Expansion velocities for the oxygen ring give an
age assuming free expansion of approximately 1300 yr for the
remnant (Lasker 1980).

X-ray observations of N132D were carried out between 1979
and 1981 by the Einstein Observatory. The X-ray image from
the High Resolution Imager (HRI; Hughes 1987) shows an
X-ray structure similar to the optical structure with the excep-
tion that the large region of diffuse emission is absent. A radius
of ~44" (corresponding to 11.7 pc at a distance of S5 kpc for
the Large Magellanic Cloud) was determined for the remnant
from the surface brightness profile. Densities for the X-ray-
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emitting region were derived by normalizing model surface
brightness profiles to the data. An isothermal shell model gave
densities of 3-12 cm ™3, and the standard Sedov (1959) model
gave densities of 7-12 cm™3, corresponding to shock tem-
peratures of 105-8-107-! K. For the Sedov model, these values
plus the measured gas temperature and a corresponding radius
of 11 < R(pc) < 13 gave an explosion energy of 2.3 < E(10%!
ergs) < 11.4 and an age of 4300 < #(yr) < 7200. Observed
variations in the surface brightness of the outer shell can be
explained if the explosion occurred in a low-density cavity in
the interstellar medium. The data are then qualitatively well
fitted if the low-density region was an H 11 region surrounding
a progenitor of stellar type later than B0. In addition, energy
and age estimates would be lower than in the Sedov model,
and agreement with Lasker’s (1980) dimensional age estimate
could be obtained with a cavity density of ~0.01 cm ™3,
Previous spectral analyses of N132D have been performed
with X-ray data obtained by the Einstein Observatory, with the
assumption that the plasma is in collisional ionization equi-
librium. Analysis of low spectral and spatial resolution data for
energies 0.2-4.0 keV from the Imaging Proportional Counter
(IPC) gave temperatures T = 10%8-107-! K and hydrogen
column densities Ny = 102!-102'-> cm~2. The unabsorbed
source luminosity between 0.2 and 4.0 keV was given as (4.5—
7.5) x 1037 ergs s~ ! for a distance of 55 kpc for the LMC
(Hughes 1987). Thermal bremsstrahlung fits to data from the
Monitor Proportional Counter (MPC) gave T = 10°%° K and
Ny = 10?!-3 cm™ 2. Higher spectral resolution data for energies
between 0.4 and 4.0 keV taken with the Solid State Spectrom-
eter (SSS) required a two temperature collisional ionization
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equilibrium model for an adequate fit with T, = 10582 and
T,pper = 107°7; Ny was given as 102°7-1021-" cm ™2 for the
lower temperature component (Clark et al. 1982). Clark et al.
suggest that a two-temperature model is required because the
plasma is not in collisional ionization equilibrium.

Here we present the first nonequilibrium collisional ioniza-
tion analysis of all the X-ray spectral data obtained by the
Einstein Observatory for N132D. We report new results for
high spectral resolution data obtained by the Focal Plane
Crystal Spectrometer (FPCS), which detected individual emis-
sion lines of O vi, O vi, Ne 1x, Ne x, Fe xvi1, and possibly
Fe xx, and by the SSS. We also present lower spectral
resolution data from the IPC and MPC. We use a simple
two-parameter model in which the emission from a plasma not
in collisional ionization equilibrium is characterized by a
global temperature and a global ionization age. Ratios of line
fluxes measured by the FPCS are used to constrain the tem-
perature, ionization age, and relative elemental abundances in
the plasma. The SSS and IPC spectrum is fitted to this model
to estimate the temperature, ionization age, column density,
and elemental abundances. Results from the two data sets are
found to be consistent. A preliminary analysis of the FPCS
data was presented by Canizares et al. (1983), Markert et al.
(1984), and Canizares (1985, 1990a). More refined analysis was
made possible by improved spatial resolution using the HRI
X-ray image of N132D (Hughes 1987) and improved detector
efficiency calibrations.

2. DATA ANALYSIS

2.1. FPCS Data

The Focal Plane Crystal Spectrometer (FPCS) provided the
highest spectral resolution observations of N132D obtained by
the Einstein Observatory (Giacconi et al. 1979). Observations
were performed on 4 days in 1979 and 1980 with a 6’ diameter
circular aperture which easily accommodated N132D’s small
size of 90" in its field of view. X-rays focused by the telescope
passed through a selectable aperture to strike one of six curved
diffractors where X-rays with wavelengths near those required
by Bragg geometry were reflected by the crystal and detected
by one of two proportional counters. The crystal was slowly
rocked back and forth to scan a width of several spectral
resolution elements centered on a feature of interest. Positions
and Bragg angles were corrected for offset of the instantaneous
position of the source image from the telescope axis by using
satellite aspect solutions.

The detector was a position-sensitive proportional counter
which provided a spatial resolution of approximately 1.5 mm
FWHM in the direction of spectral dispersion, corresponding
to 1!5 on the sky. In the FPCS configuration, photons originat-
ing at different positions in the sky strike the crystal at different
angles so that their measured energies depend both on the
orientation of the crystal and their location in the X-ray
source. This blurs the spectra of extended sources like N132D.
By using the position information available from the FPCS
detector, it is possible to sharpen the resulting spectrum. The
HRI X-ray image of N132D (Hughes 1987) was used to deter-
mine the most likely sky location for each photon detected by
the FPCS. FPCS photon energies and exposures were cor-
rected appropriately. The correction is limited by the point
spread function of the FPCS (1.5 mm FWHM) and by the
extent to which the broad-band HRI image corresponds to the
FPCS image, which is restricted to a very narrow energy band.
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The analysis procedure (Canizares et al. 1979) was designed
to achieve the lowest background levels. Data were first select-
ed to exclude periods of Earth blockage, high particle back-
ground, and poor aspect solutions. Photons arriving with pulse
heights outside an appropriate interval were then excluded.
Optimum pulse height intervals were estimated for each obser-
vation from pre-flight and in-flight calibration data on the gain
and energy resolution of the detector and from observations of
the bright X-ray source Sco X-1 over the lifetime of the obser-
vatory (K. S. K. Lum, 1992, private communication). Relative
positions of arrival of photons at the detector were offset
slightly from wire to wire to compensate for gain variations
and geometrical effects due to the curvature of the crystal, and
photons arriving outside the region of the detector containing
the source signal were then excluded. In calculating line fluxes,
we corrected for source counts that may have been excluded by
the cuts in pulse height and detector position by assuming a
Gaussian distribution of source photons in these parameters.
We also corrected for the exclusion of data from specific wires
by using predictions for the number of photons at a given
energy detected at each wire from a ray-tracing simulation for
a point source. The total correction factor ranged from 1.1 to
1.2 for most observations. For all observations, particle back-
ground count rates were determined independently in the
regions of the detector outside the source image. The FPCS
scans are not well suited to determining the continuum level, so
we account only for the non-X-ray particle background.

In regions where the emission lines are blends that were only
partially resolved by the FPCS, we fit the observed spectrum
by modeling emission lines as Gaussians and adding an inde-
pendently determined, fixed background. Relative line inten-
sities within a multiplet and all relative line energies were fixed
at theoretical values, while overall line intensities and the
overall energy scale were allowed to vary. The line FWHM
was fixed at a width determined by the detector’s spatial
resolution. We used a maximum likelihood fitting algorithm
and calculated Poisson probability contours for the line inten-
sities and for line intensity ratios. Errors for each parameter
were estimated by projecting two-dimensional Poisson con-
fidence contours onto the appropriate axes.

In the region 800-840 eV, we modeled the Fe xvi triplet and
the O vii Lyy and Ly$ lines. The relative intensities within the
multiplets of iron and oxygen were set at values observed in
solar flares by SOLEX (McKenzie et al. 1980), and the overall
strengths of the iron and oxygen multiplets were varied separa-
tely. We used 3 eV energy bins for the data and a Gaussian
FWHM of 8 eV for the fit. In the region 900-930 eV, we
modeled the Ne 1x triplet. The relative strengths of the inter-
combination and forbidden lines were held fixed at the value
0.28 from Pradhan (1982), while the overall strengths of the
forbidden and resonance lines were varied. We used 5 eV
energy bins and a Gaussian FWHM of 11 eV. These data and
the fitted models are shown without correction for instrumen-
tal efficiency in Figure 1, while the fitted energies and fluxes are
given in Table 1.

At the temperatures and ionization ages of interest for
N132D, the total Fe xix flux in the region of the Fe xvi triplet
is calculated to be equal to or less than the flux in the Fe xvi
line at 1501 A (see §3.2 and 3.3 for discussion of these
calculations). The Fe xix flux is distributed over 24 lines,
however, and not all of these fall within the FPCS scan. Since
relative intensities and collision strengths were not available
for these lines, we neglected wavelength-dependent factors and
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FiG. 1.—FPCS data without correction for instrumental efficiency and fitted models for emission lines in the regions 800-840 eV (a) and 900-935 eV (b). The
background is fixed at an independently determined value, and the Gaussian FWHM for the emission lines is fixed at a value determined by the detector’s spatial

resolution. Strengths of lines in each multiplet are fixed at theoretical values.

estimated the relative strength of a line in this complex to be
roughly proportional to the oscillator strength to the ground
state weighted by a branching ratio. The oscillator strengths
and wavelengths were taken from Bhatia et al. (1989). The
strongest of the Fe xi1x lines falling within the FPCS scan is
blended with the Fe xvi line at 15.01 A, but should be no more
than roughly one-fourth as strong.

In the region of the Ne 1x triplet, the Fe xix lines are poten-
tially strong enough to contaminate the data. We fit the data
including the strongest Fe x1x lines in the scan, setting their
relative intensities at values from Bhatia et al. The resulting
best-fit Ne 1x flux is reduced by a factor of about 2.5 from the
value in Table 1, but the 2 ¢ errors for the Fe xix and Ne 1x
intensities are both consistent with zero, and the quality of the
fit is not significantly improved. We concluded that our data
are not of sufficient quality to study reliably the iron lines in

this region. In any case, our other results are not significantly
changed by adopting the results of this fit.

The complete spectrum of N132D obtained by the FPCS is
shown in Figure 2 corrected for instrumental efficiency but
uncorrected for interstellar absorption or for cuts in pulse
height and pulse position. This may be compared to the spec-
trum presented by Canizares et al. (1983). Line fluxes are given
in Table 1, both uncorrected for absorption and a correction
for absorption corresponding to Ny = 6.25 x 102° cm ™2, our
best-fit hydrogen column density from SSS and IPC data (see
§ 3.2). Actual detected photon numbers and estimated back-
ground photon numbers in the source region of the detector
are given along with confidence levels for Poisson statistics.
The identification of lines in the Fe xx and Ne x Ly scans is
uncertain because of their relatively low fluxes and relatively
large offsets from the expected line energies.

TABLE 1
FPCS LINe FLUXES

Observed Rest Unabsorbed®
Energy Energy Flux Flux Total Background

Line eVv) V) (1073 photons cm~2s™!) (1073 photons cm~2s~!)  Counts Counts CL® CF*
OviiRes ........... 572 574 1.85+ 093 313 +1.57 15 71 0.993 0.50
Ovu Lyax .......... 652 654 10.37 + 1.26 1498 + 1.82 130 32.7 1.000 0.11
OvmiLyf .......... 771 774 2.12 + 047 2.74 + 0.61 46 129 1.000 0.34
OvimLyy .......... 814 816 1.95%3:79 2441088 0.17
Fe XVI v 824 826 1.54%:32 191973 017
Neix For........... 900 906 1.99199% 24271111 0.22
Neiwx Res........... 916 922 325+ 1.25 395 +1.52 0.22
Ne ix Hea® ......... 5807134 7.00*2:38 0.22
Fexx®.......ooounen 957 967 0.56 + 0.50 0.66 + 0.59 16 11 0.907 0.45
Ne x Lya ........... 1010 1022 6.07 + 0.89 7.00 + 1.03 111 32.6 1.000 0.21
NexLyf ........... 1175 1212 0.83 +0.23 091 + 0.25 46 229 1.000 0.72

® Corrected for Ny, = 6.25 x 102° atoms cm ™ 2.
® Confidence level for detection from Poisson statistics.

¢ Continuum fraction for FPCS scan predicted by best-fit nonequilibrium ionization model for SSS/IPC data.

¢ Ne 1x Hea = Ne 1x Res + 1.28 Ne 1x For (Pradhan 1982).
¢ Uncertain line identification.
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F1G. 2—FPCS spectrum of N132D, corrected for instrumental efficiency, uncorrected for interstellar absorption. Background levels for each observation are
indicated by the dotted lines. Note the change in x- and y-axes scales at an energy of 700 eV.

A significant portion of the X-ray emission from N132D is in
oxygen lines, as the preliminary analysis indicated. The unab-
sorbed X-ray luminosity from the O vin Lya line alone is
(5.0 + 0.5) x 10%® ergs s~ ! for a distance of 50 kpc to the
LMC, accounting for approximately 10% of the unabsorbed
luminosity of 4.6 x 1037 ergs s~ ! between 0.2 and 4.0 keV from
our best-fit NEI model to the joint SSS and IPC data. (Similar
values for the broad-band luminosity of N132D as estimated
from the IPC data have been given by Hughes 1987: [4.5-
7.5] x 1037 ergs s~! between 0.2 and 4.0 keV, and by Long,
Helfand, & Grabelsky 1981: 8.3 x 1037 ergs s~ ! between 0.15
and 4.5 keV. These luminosities are given for an older value of
the distance to the LMC of 55 kpc. We pefer the more recently
determined value of 50 kpc from Panagia et al. 1991.).

We examined the widths of oxygen lines for evidence of
Doppler broadening, since N132D is dominated in the optical
by high-velocity oxygen lines. After fitting the data to Gaussian
line profiles, the width in excess of the expected width from the
spectral and spatial resolution of the detector was attributed to
Doppler broadening. The 90% confidence limits for the width
of the O viii Lya line correspond to velocities between 1000
and 2000 km s~ 1. The 90% confidence limits for the O vin Lyp
line rule out velocities above ~ 3000 km s ™! and are consistent
with zero velocities. Our data are not adequate for precise
measurements of the broadening, but our estimates suggest
Doppler broadening roughly consistent with optical measure-
ment of an expansion velocity of 2250 km s~ ! in the oxygen-
rich ring (Lasker 1980).

2.2. SSS Data

The Solid State Spectrometer (SSS) on board the Einstein
Observatory was a cooled Si (Li) detector with an energy
resolution of about 160 eV (FWHM), roughly independent of
energy. The bandwidth (0.6-4.5 keV) was limited at the low-
energy end by an aluminized Parylene filter to block UV and
optical radiation, a thin gold layer for electrical contact, and an
undepleted Si region on the forward face of the detector. At the

high-energy end the band was defined by the rapidly falling
effective area of the Einstein high-resolution mirror due to
diminished efficiency for grazing incidence reflection of X-rays
at higher energies. Shortly after launch it was noticed that
there was additional absorption of low-energy X-rays, which
was traced to a buildup of ice on the cooled front surface of the
detector. The problem was complicated by the nature of the ice
buildup (clumpy) and its time variability (an e-folding time of
0.25 day for ice buildup after defrosting; Holt et al. 1979;
Christian 1992). A recent recalibration of the SSS (N. White,
1992, private communication) used observations of the Crab
nebula to refine both the model for the ice buildup and the
overall efficiency of the SSS.

The SSS observed N132D on 1979 September 18 (day 261)
for an effective exposure time of 5900 s at a counting rate of
2.64 + 0.02 s~ for energies 0.6—4.5 keV. During the observa-
tion the amount of ice on the detector was low and stable,
while the reliability in the model for the ice correction was high
due to extensive observations of the Crab Nebula during this
part of the mission (see below). At 0.6 keV the X-ray transmis-
sion through the ice layer estimated from the model for the
N132D observations is 0.52 + 0.07. Our derived best-fit
column density to NI132D (see below) is (6.25[+2.16;
—1.77]) x 102° cm 2, which corresponds to a transmission of
only 0.63 + 0.09 at 0.6 keV. We conclude that the fractional
error in the column density to the source is dominated by the
statistical uncertainty in the fits and not by the systematic
uncertainty in the ice model.

We extracted the SSS data, response functions, and correc-
tion spectrum from the EXOSAT database. All data were con-
verted to ASCII format and ported to a local machine where
they were integrated into the NEI model fitting software. In
order to verify our data extraction procedure and analysis
software, we also extracted the data from three SSS observa-
tions of the Crab Nebula closest in time to the N132D observa-
tion. These were the observations from days 260, 261, and 263
of year 1979. The Crab data were processed in exactly the same
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manner as were the N132D data. Fits to these data of an
absorbed power law yielded best-fit values of 9.41, 9.99, and
10.28 for the normalization; 2.084, 2.126, and 2.169 for the
spectral index o; and 21.549, 21.540, and 21.561 for log Ny.
These compare quite well with the values derived from fitting
the FPCS data of the Crab Nebula (Schattenburg & Canizares
1986): a normalization of 10.9 + 1.4, a spectral index o of 2.1
(fixed), and a column density of 21.54 + 0.05. This comparison
verfies our analysis procedure for the SSS data, checks the ice
correction model, and establishes consistency between the SSS
and the FPCS data sets.

2.3. IPC Data

The Einstein Imaging Proportional Counter (IPC) was a
low-background gas-filled detector with modest imaging and
some spectral capabilities. Due to the small angular size of
N132D (about 90”), the IPC was unable to yield spatially
resolved spectra. Our global spectrum was extracted from field
12448 observed (on 1979 April 12) for a dead-time corrected
exposure time of 1240 s. The source was 4.7 off-axis. We inte-
grated the IPC counts within a 3’ circle centered on the source
position and estimated the background from a 46’ annular
region. The count rate was 3.98 + 0.06 s~ ! over the band 0.2
4.0 keV. For the spectral analysis, in each pulse height bin a
3% systematic error was added in quadrature with the sta-
tistical error to account principally for uncertainty in the spec-
tral calibration of the IPC. The gain of the detector was
estimated based on the average gain of the field (BAL = 12.61)
and the position of N132D in detector coordinates.

As we show below, the IPC and SSS data are consistent with
each other for the simple (single temperature-single time scale)
nonequilibrium ionization (NEI) model we introduce here.
This agreement gives further confidence in the reliability of the
ice correction for the SSS and the gain and efficiency cali-
bration of the IPC. We note, however, that we must introduce
a relative normalization between the SSS and IPC of about 0.8
(SSS/IPC). This may be due to residual uncertainties in the
calibration of the overall effective areas of the two instruments
since accurate in-flight calibration of the IPC effective area
using the Crab Nebula was corrupted by the necessarily large
dead-time corrections required.

24. MPC Data

For completeness we have examined the Einstein Monitor
Proportional Counter (MPC) data for this source. The MPC
was a nonimaging proportional counter (energy band 2-10
keV) with a geometric collecting area of 667 cm? that was
co-aligned with the Einstein telescope. There was an MPC
spectrum taken with each observation done by the Einstein
Observatory. Although the total exposure time on N132D was
quite large (over 80,000 s) the MPC spectra are dominated by
systematic errors in the calibration and background subtrac-
tion. The field of view was mechanically collimated to a
roughly 45’ square region of the sky. This fact, in addition to
the large systematic errors, severely limits the usefulness of the
MPC data wparticularly for N132D which lies in a source-rich
region of the LMC.

The MPC spectra are inconsistent with the best-fit single-
temperature NEI model for the combined SSS and IPC data.
The joint fit of the SSS, IPC, and MPC data can be improved
significantly by including a second slightly harder thermal
component (kT ~ 2.0 keV) with an emission measure only
5.8% of the main component (kT ~ 0.6 keV, see below). In
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comparing this new model to the single-temperature one, we
find that the temperature of the main component drops slightly
(about 7%), and the ionization age and column density remain
about the same. The fitted abundance of oxygen also remains
nearly the same, while the abundances of elements beyond
oxygen all increase somewhat; for example, neon and iron
increase by 60% and 25%, respectively.

Although the existence of a harder spectral component in
the MPC data is strongly indicated, we seriously question
whether the current data support N132D as the origin of this
emission. Diffuse emission from the LMC or an unrelated
object in the large field of view of the MPC could just as easily
be the source. The issue of the presence of a second thermal
component in N132D has important consequences in light of
its complex morphology and models for the origin of this
structure (Hughes 1987). However, we must leave a definitive
answer to this question to future broad-band X-ray observa-
tions. In the remainder of this paper we consider only the IPC
and SSS data and a single-temperature NEI model.

3. RESULTS

3.1. Nonequilibrium Ionization

Previous X-ray spectral studies of N132D have used col-
lisional ionization equilibrium (CIE) models for the emitting
plasma (Clark et al. 1982; Hughes 1987). However, supernova
remnants are not expected to be in ionization equilibrium. As
pointed out by Gorenstein, Harnden, & Tucker (1974), the
time scale for this equilibrium is typically ~2 x 10*/n, yr,
where n(in cm~3) is the electron density of the plasma. For
low-density plasmas like supernova remnants, which have
0.1 < n, (cm~3) < 100, this equilibrium time often exceeds the
known or deduced age of the remnant. Plasma diagnostics like
the ones we use for the FPCS data have established that many
supernova remnants are in fact not in ionization equilibrium.
Examples include Puppis A (Canizares et al. 1983; Winkler,
Canizares, & Bromley 1983) and the 20,000 year old Cygnus
Loop (Vedder et al. 1986; see also Canizares 1985, 1990b for
reviews).

Nonequilibrium effects have been incorporated into detailed
models of supernova remnants by several authors, including
Itoh (1977), Gronenschild & Mewe (1982), Shull (1982), Ham-
ilton, Sarazin, & Chevalier (1983), Nugent (1984), and Hughes
& Helfand (1985). Their approach has been to combine the
nonequilibrium ionization structure with either numeric or
analytic (Sedov 1959) solutions for the hydrodynamics of a
spherically symmetric blast wave propagating through a
homogeneous medium. We may, however, describe the bulk
characteristics of the emergent spectrum simply with a global
temperature T and a global ionization age t = {J n,(t)dt),
where n, is the post-shock electron density of a parcel of gas in
the remnant, the integration is carried out from the time the
gas is shocked to the present, and an average calculated for all
the gas in the remnant (Hamilton & Sarazin 1984). In this
simple two-parameter model, elemental abundances may be
estimated once 7 and T are constrained.

3.2. SSS and IPC Analysis

Our spectral model for the SSS and IPC broad-band data
coupled a nonequilibrium ionization calculation with the
plasma emission code of Raymond & Smith (1977; 1992 July
27 version). The ionization calculation was based on the matrix
solution developed by Hughes & Helfand (1985), although the
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actual code to perform the diagonalization and determine the
eigenvectors has been completely rewritten since then to
improve the accuracy and increase the robustness of the solu-
tion. The complement of emission lines in the Raymond &
Smith code was supplemented by a number of lines from Mewe
& Gronenschild (1981) which were appropriate to the NEI
situation. In particular we found it necessary to include Ka
transitions from low-ionization states of the astrophysically
abundant elements as well as emission from innershell ioniza-
tion processes. The model also includes continuum emission
from all elemental species considered by bremsstrahlung, radi-
ative recombination, and two photon processes. For computa-
tional reasons we precomputed a large grid of models in the
© — T plane, keeping the emission from the astrophysically
abundant elements (H, He, C, N, O, Ne, Mg, Si, S, Ar, Ca, Fe,
and Ni) separate in order to allow subsequent adjustment of
the elemental abundances. We developed a scheme which
eliminates the problem of choosing a model grid, which arises
in the joint analysis of multi-mission broad-band X-ray data.
Usually, a fine binning in energy is used in the precomputed
model and then interpolated for the various energy binnings
required by the various instruments. This tends to smear sharp
lines into several bins. Our solution was to store the emission
lines separately from the continuum. The continuum, which
varies smoothly with energy, can be interpolated rather accu-
rately onto the various grids corresponding to different instru-
ments. At this point in the fitting routine the emission lines are
put into the proper energy bins as well.

When fitting the NEI model to broad-band X-ray spectral
data for N132D, the electron temperature is determined by the
shape of the continuum emission, the ionization age is deter-
mined by the centroid energies of the various K-shell lines
(which are, after all, blends of lines from hydrogen-like ions,
and so on), and the elemental abundances are determined from
the relative intensities of the lines. Absorption due to material
along the line of sight according to Morrison & McCammon
(1983) was incorporated into the model fits.

The SSS and IPC data are shown in Figure 3 (uncorrected
for instrumental response) along with the best-fit model. Table
2 summarizes the best-fit parameters and 90% single param-
eter confidence errors of the model. The fit of a single-

TABLE 2
BEST-FIT PARAMETERS FOR SSS/IPC ANALYsIS: NEI MoODEL

LMC Mean
Parameter Best-Fit Value® Value®
T (K)o 84758 x 10°
Rt (CmM™3Yr) oo 6.1%3:2x 103

6.2512-16 x 10%°
5.7219:32 x 10°°

Ny(atomsecm™2) ...l
Emission integral (n3 V) (cm™3) .... ..
033925032

(O/H)AO/M ) oo, 0.205+9:043

(Ne/H)/(Ne/H)g ....oooveeee. 0.230+9:042 0.490+9:982
(Mg/H)/(Mg/H)g ..o 0.250+9:071 1.122393%2
(S/HY(SI/H)g «oooveeeeeeieeeen. 0.191%9:952 1.950
(S/HY(S/H) g cvvvveeeoeeeee. 0.40*9:13 031639973
(A/HYATH)g oo 0.10+9:38 024619191
(Fe/H)(Fe/H)g ......oveeoeeenn. 0.107%9:993! 042770162
22 (0L) oo 65.33 (76)

* Statistical errors at 90% confidence.
b Russell & Dopita 1992; 1 ¢ scatter in measurements.
¢ Assumes 50 kpc distance, n,/n, = 1.178.
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F1G. 3.—SSS and IPC spectra of N132D, uncorrected for instrumental effi-
ciencies, together with the best-fit single-temperature, single ionization age
nonequilibrium ionization model. We are unwilling to ascribe a physical inter-
pretation to the bump in the residuals around 2.9 keV in the SSS data. The
presence in the detector of a temporally variable background in this energy
range makes accurate modeling difficult.

temperature, single-time-scale NEI model to the joint SSS and
IPC is acceptable (the confidence level for rejecting the model
based on the best-fit x> value is 20%). The temperature was
constrained, largely by the shape of the continuum, to be log
T(K) = 6.93 (+0.04; —0.03), and the hydrogen column density
was found to be log Ny(cm™2) = 20.80 (+0.12; —0.15). The
ionization age log t(cm ™3 yr) = 3.78 (+0.26; —0.24) was sensi-
tive mostly to the line centroids of the Mg, Si, and S line
blends. From these fits we can reject a value of T greater than
10%5 cm 3 yr at more than 3 ¢, which confidently establishes
that this remnant, like the Cygnus Loop and Puppis A, is still
in the ionizing phase in the evolution of its global X-ray spec-
trum.

The fit was optimized for the case where the elements He, C,
and N were fixed at their solar abundances relative to H (Allen
1973; we use these values for the solar abundance throughout
this paper), and the remaining elements were allowed to be free.
The fitted abundance values we obtained are listed in Table 2
relative to their solar values, and compared to average abun-
dances for the Large Magellanic Cloud from Russell & Dopita
(1992). In general, the abundances required for N132D are low,
both relative to solar values and to the low-metallicity gas in
the Large Magellanic Cloud. The errors given for the abun-
dances are 90% confidence statistical errors at the best-fit
values of Ny, 7, and T. The effect of varying these three global
spectral parameters on the elemental abundances is shown in
Figure 4, which shows one-dimensional y? curves for Ny, 1,
and T, and illustrates the variation of the best-fit elemental
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FiG. 4—Effect of variation in column density Ny, temperature T, and ionization age 7 on the best-fit elemental abundances from SSS/IPC data. For each of the
three vertical segments, the upper panel shows the variation in y with the independent variation of the relevant parameter between its 90% confidence limits, while
the lower panel shows the variation of the elemental abundances. The error bars show the 90% confidence statistical errors for the abundances at the best fit.

abundances with the independent variation of these param-
eters within their 90% confidence limits. In some cases the
systematic errors on the abundance are larger than or compa-
rable to the statistical error. The factor of 4 variation in the
oxygen abundance as the ionization age increases is the
extreme example. Note that the data were quite insensitive to
the actual abundances of He, C, and N relative to H, since
none of these elements produce significant emission lines
within the SSS energy band. For completeness we explored the
following additional cases (where H and He were present,
He/H was at its solar value): (1) C, N, and O abundances
varied together in relative proportions given by their solar
ratios; (2) C, N, and O abundances all varied freely; (3) C and
N absent; and (4) H and He absent. None of these cases
resulted in a significant change in the y? value when compared
to the best-fit case. For cases (1), (2), and (3), the inferred abun-
dances of elements from O to Fe remained less than solar,
although the actual numerical values changed somewhat from
case to case. For case (4), the elemental abundances defined
relative to hydrogen were indeterminate. The fits required that
the ratio of C to O be nearly 100 times the solar value and the
ratio of N to O be 15 times the solar value. Nevertheless, the
ratios of the heavy elements (Ne to Fe) to O were all similar to
the previous cases.

It is puzzling that the fitted abundances are below their
mean values for the LMC. Our tests indicate that anomalies in

the abundances of light elements (specifically, abundances of C
and/or N that are much greater than their solar values) could
increase the derived abundances of the heavy elements. It is
also possible that there is a nonthermal continuum component
that we have not considered. It should be kept in mind that
while the actual abundances for individual elements are sensi-
tive to these effects, our studies have shown that the relative
abundances are much less so. In all subsequent analysis, we use
only the relative abundances of the elements.

Although the best-fit abundances are low relative to
solar values, the cumulative energy flux shows that approx-
imately 5.9% of the X-ray emission (0.2-4.0 keV) is coming
from the O vin Lya line at 654 eV (from SSS/IPC alone). This
is in agreement with the FPCS result and confirms the oxygen
lines are dominating the X-ray emission from N132D.

For comparison to FPCS results below, we note that the
abundance of oxygen relative to iron is enhanced 1.92 (+0.36;
—0.32) times over its solar value, the abundance of neon rela-
tive to iron is enhanced 2.15 (+0.46; —0.41) times its solar
value, and the abundance of oxygen relative to neon is 0.89
(+0.30; —0.22) times its solar value, where the errors are 90%
confidence limits from the statistical errors at the best fit. The
errors here are calculated from the fitted emission measures for
each element (not from the results in Table 2) in order to avoid
including the error in the overall emission measure which
clearly cancels out for the abundance ratio. The range of rela-
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tive abundances is somewhat larger when systematic uncer-
tainties in the ionization age 7 and temperature T are taken
into account. The abundance of oxygen relative to iron is
enhanced 1.0 to 4.1 times over its solar value, and the abun-
dance of oxygen relative to neon is enhanced 0.5-1.5 times its
solar value for variation of t within its 90% confidence limits,
while the abundance of neon relative to iron is enhanced 1.6—
3.0 times its solar value from the variation of T within its 90%
confidence limits.

3.3. FPCS Analysis

Model emissivity ratios were calculated for pairs of lines and
line blends observed by the FPCS for a range of temperatures
T and ionization times t. The ionization structure at a given
temperature and ionization age was calculated with the code of
Hughes & Helfand (1985) and coupled to rate coefficients for
line emission from Mewe, Gronenschild, & van den Oord
(1985) and Mewe & Gronenschild (1981). Solar abundances
were assumed.

Useful diagnostics can be identified by considering the
expression for the flux of an X-ray line i in an ionization state z
of the element Z':

. 1 nyt) n

Fiy .= y jnf ni(;) ;lf €(T)e ExTes®Nu gy |
where d is the distance to the source, n, is the ambient electron
density, n,/ns is the ionization fraction of the ionization
species responsible for the line, ng/ny is the abundance of the
element in question relative to hydrogen, o, a function of
energy E, is the cross section for interstellar absorption of
hydrogen, €;, a function of temperature, is the intrinsic emis-
sivity of the line, and the integration is over the volume of the
emitting region. Note that the dependence on the ionization
age 7 is contained only in the ionization fraction. It is apparent
that flux ratios of ions of the same element constrain the ion-
ization age 7 and the temperature T jointly, but independently
of the elemental abundances. With estimates for 7 and T, flux
ratios of lines of similar energy in different elements constrain
ratios of elemental abundances relative to the solar abun-
dances assumed. Dependence on column density can be
reduced by using lines that are relatively close in energy.
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TABLE 3
FPCS LINE FLux RaTIOS
Ratio of Corrected Best
Fluxes Value 30LL 20LL 20UL 36UL
O vit Res/O vmi Ly ..... 0.21 0.05 0.09 0.36 045
O v LyB/O vii Lya..... 0.18 0.10 0.13 0.25 0.30
O v Lyy/Ovin LyB..... 0.89 0.37 0.47 1.57 2.00
O vi1 Lyy/O vii Lya ..... 0.16 0.08 0.09 0.25 0.30
Neix For/Neix Res...... 0.62 0 0 43 54
Ne ix Hea/Ne x Lya ...... 1.00 0.41 0.62 1.57 1.86
Fe xx/Fexvi.............. 0.35 0 0.03 1.06 1.75
Ne ix Hea/O vii Lya...... 0.47 0.20 0.29 0.71 0.83
Ne x Lya/O vii Lya ...... 047 0.31 0.36 0.61 0.70
Fe xvi/Ne 1x Hea ......... 0.27 0.09 0.13 0.54 0.85
Fe xvii/Ne x Lya ......... 0.27 0.10 0.15 0.44 0.54
Fe xvii/O v Lyy ......... 0.78 0.03 0.22 222 3.53
Fe xvii/O vin Lyg ........ 0.70 0.24 0.35 1.25 1.61
Fe xvii/O vi1 Lya ........ 0.13 0.05 0.07 0.20 0.24

Various FPCS flux ratios and their 2 and 3 ¢ limits are
presented in Table 3. For intensity ratios which were deter-
mined by fits to the data as described in § 2.1, we use the
corresponding Poisson confidence limits. These limits were
used for comparison with model flux ratio calculations over
1 — T parameter space.

Among ratios of lines of the same element, the tightest con-
straints on 7 and T come from the O vii Res/O viir Lya and
Ne 1x Hea/Ne x Lya flux ratios. The first two panels of Figure
5 show the regions of parameter space allowed by 2 and 3 ¢
limits on each flux ratio, while the last shows their intersection
at the 3 o level. The 90% confidence SSS/IPC error bars are
also shown in the figure. The regions allowed by the FPCS
data are compatible with each other and with the SSS/IPC
results at roughly the 2 ¢ level. The region allowed by the
Fe xx/Fe xvI ratio is also consistent with the SSS/IPC values
and excludes log T(K) > 7.1, but our line identification is
uncertain so it is difficult to determine which lines in the blend
to include in the calculation. The O v LyS/O vin Ly« ratio,
although somewhat high, is consistent with the other data at
the 3 o level. Ratios of O vit Lyy relative to O vin Lya and
O vi1 Ly, however, are too high for consistency. We attribute
the discrepancy to unknown systematic uncertainties in the

(a) (b) (c)
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FiG. 5—Constraints on ionization age 7 and temperature T from observed 2 and 3 ¢ FPCS flux limits. The first panel shows constraints from O vii Res/O v
Lya, the second from Ne 1x Hea/Ne x Lya, and the third shows their intersection. The contours trace the locus of points with predicted flux ratios equal to each of the
limits. In the first two panels, the lower flux ratio is predicted at higher values of T for a given value of 7. The error bars are the 90% confidence limits on T and 7 from

fits to SSS and IPC data.
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efficiency of the FPCS in the vicinity of the O v Lyy line. We
expect that the relative fluxes of the Fe xvir and O viit Lyy lines
will still be reliable since they were observed in the same scan
and the efficiency changes slowly between 800 and 830 eV.

At this point, we adopt the SSS/IPC values for 7 and T and
examine ratios of lines of different elements to constrain rela-
tive elemental abundances. To estimate the relative abundance
of O/Fe, we use the observed limits on the Fe xvii/O vi1 Lyy
flux ratio. Since these lines were observed in the same scan, we
expect their relative fluxes to be independent of the column
density and relatively free of systematic uncertainties in the
efficiency. In Figure 6 we show by the heavily shaded region
the flux ratios predicted for solar abundances at temperatures
and ionization ages within the region of t — T space jointly
allowed by the contours shown in Figure 5c. Only the tem-
perature T is labeled in the abscissa in Figure 6, but the ioniza-
tion age 7 is related to T according to Figure 5c. The observed
2 ¢ FPCS flux limits are indicated by the lightly shaded region.
Overlap of the predicted and observed ratios occurs only for
log T(K) > 7.05, but this region is inconsistent with the results
of the SSS/IPC fits. For agreement of the predicted and
observed ratios within the SSS error bars for T, the predicted
fluxes must be decreased by a factor greater than 1.9, and
perhaps by as much as an order of magnitude. The simplest

10
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F1G. 6.—Predicted flux ratios for Fe xvii/O vin Lyy and Ne 1x Hea/O vl
Lya at values of temperature T and ionization age t allowed by the FPCS
data. The abscissa is labeled only by the temperature, but the ionization age is
changing according to the locus of Fig. Sc. At a temperature of log T(K) = 6.7,
log 7 (cm ™3 yr) ranges from 4.3 to 5.0, and at a temperature of log T = 7.2, log
7 ranges from 3.0 to 3.25. The observed 2 ¢ FPCS limits are indicated by the
lightly shaded region.
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conclusion that can be drawn from this result is that the
required enhancement of the flux ratio corresponds to an
enhancement of the abundance of oxygen relative to iron com-
pared to the solar values assumed. This is consistent with the
spectral fits of the SSS and IPC, which indicate that oxygen is
overabundant relative to iron by a factor of 1.0-4.1 relative to
solar values as described above.

Estimates of other abundance ratios are subject to depen-
dence on the column density, possible uncertainties in the cali-
bration of the two FPCS detectors, and uncertainty in the true
continuum level. Keeping these uncertainties in mind, we fol-
lowed the procedure described above to estimate the relative
abundance of O/Ne and Ne/Fe. From the ratios of Ne 1x Hea
and Ne x Lya to O vit Lya (and O vin Lyp), the O/Ne abun-
dance appears to be 0.2-1.0 times its solar value. From ratios
of Fe xv1I to the neon lines, the Ne/Fe abundance appears to
be at least 1.2 times its solar value. Clearly, if the Fe xvi1 flux is
overestimated because of the uncertainty in the efficiency (see
above), the overabundance of Ne relative to Fe increases.
These results compare well with the SSS/IPC results which
give O/Ne as 0.5-1.5 times its solar value and Ne/Fe as 1.6-3.0
times its solar value.

Finally, we compared FPCS flux ratios for N132D with
nonequilibrium ionization calculations for a Sedov remnant by
Hamilton et al. (1983, hereafter HSC). While a region of their
parameter space is allowed by our data without adjustment of
elemental abundances, its temperature is too high for consis-
tency with the SSS/IPC fits. HSC compute flux ratios over 5
and T, space, where # = nZE, n, is the ambient interstellar
hydrogen density, E is the Sedov explosion energy, and T, is the
shock temperature. Solar abundances and electron-ion equi-
partition were assumed. Using 2 ¢ limits on FPCS flux ratios
of Ne 1x Hea/Ne x Lya, Fe xvii/O viir Lyp,3 and Fe xvii/Ne 1x
Hex we found that the parameter values log # (ergs cm ™~ %) > 50
and 7.26 < log T, (K) < 7.7 are allowed. From our fits to the
SSS and IPC data, the 90% confidence upper limit to the
average temperature is log T = 6.925, which corresponds to a
shock temperature of log T, = 6.85 according to Hamilton &
Sarazin (1984). This value is more than a factor of 2.6 lower
than the minimum allowed shock temperatures from the HSC
model for the FPCS data. We note that a similar high-
temperature region of parameter space is allowed by the FPCS
data alone using the single-temperature, single-time-scale NEI
model. Relative enhancement of the O/Fe and Ne/Fe abun-
dance ratios over their solar values brings the region of param-
eter space allowed by the FPCS data into agreement with the
SSS/IPC data. Thus, although nearly solar abundances are
consistent with the data in the HSC models, an enhancement
in the abundances of O/Fe and Ne/Fe relative to solar values is
suggested and would make the FPCS and SSS/IPC results
consistent.

4. DISCUSSION

4.1. Line Fluxes
To compare fluxes predicted by the SSS/IPC model with
those measured by the FPCS, it is necessary to correct the
FPCS fluxes for the continuum. The FPCS is not well suited to
determining the true continuum level since scans cover a rela-
tively narrow range of energies which are rich in emission lines

3 Our Fe xv1 line corresponds to the Fe fline of HSC.
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and blends. We did attempt to fit the continuum level in scans
of clean, strong lines like O viir Lya, O v Ly, and Ne x Lya.
With relatively large errors, the fitted continuum fractions
were consistent with the predictions of the best fit SSS/IPC
model. When we correct the FPCS fluxes for the continuum
fractions predicted by the model for the appropriate energy
ranges, there is an overall difference of a factor of 2 between the
SSS/IPC and the FPCS, with the SSS/IPC predictions being
systematically lower than the FPCS observations. The O vi
Lyy and Fe xvi lines, as noted above, are subject to systematic
uncertainties in the FPCS efficiency. The remaining discrep-
ancy must be attributed to other, unresolved systematic errors
in the efficiencies of the instruments. We point out that the
effect is roughly constant over the entire range of observations
and that all the conclusions drawn from the FPCS data are
based on taking ratios of line fluxes, and are consistent with the
corresponding SSS/IPC results.

4.2. Nucleosynthetic Models

We compare our estimates for abundance ratios in N132D
to the predictions of models for Type II supernova with pro-
genitors of various masses. We use the abundances for O, Ne,
Mg, Si, S, Ar, and Fe relative to each other from the SSS/IPC
fits and the calculations of Thielemann et al. (1992) for the
composition of the ejecta from Type II supernovae with 13, 15,
20, and 25 M progenitors. Uncertainties in the calculated
ejected masses were estimated by the authors to be approx-
imately 30%. We assigned a larger error of 60% for the ejected
mass of iron because there is additional uncertainty in the
location of the mass cut in the iron core. The contribution from
swept-up interstellar material behind the shock front is also
included. Two cases for the abundances of the elements in the
interstellar medium were considered: the mean elemental
abundances of the LMC and solar metals that are under-
abundant by a single factor. In general, the LMC abundances
(Russell & Dopita 1992) are 0.25-0.5 times their solar values,
except for Mg and Si, which are anomalously high at 1.12 and
1.95 times solar, respectively (Table 2). These two measure-
ments are based on observations of one or two lines in a few
LMC supergiants, so we also consider solar abundances that
are reduced by an overall factor for elements other than H and
He.

For the remnants of each of the four progenitors, the total
mass of a particular element is the sum of the ejected mass of
that element from the supernova plus the mass of the swept-up
interstellar medium weighted by the appropriate mass fraction.
This calculated mass is proportional to the product of the
elemental abundance in the remnant and the appropriate
atomic weight. Because of this proportionality, we are effec-
tively using ratios of the fitted elemental abundances. We fit
the proportionality constant and the mass of the swept-up
interstellar medium using the weighted orthogonal linear
regression software ODRPACK (Boggs et al. 1990). Errors in
both the calculated model mass and the observed abundances
were included, as well as the errors in the LMC abundances.
The resulting sum of squared deviations was assumed to be
distributed like y? for the appropriate number of degrees of
freedom to assess the goodness of fit.

We considered models for which the swept-up interstellar
mass in the remnant is between 100 and 500 M, which we
believe is reasonable considering that a constant-density iso-
thermal shell model for the HRI image suggests a remnant
mass between 250 and 350 M (Hughes 1987). We found that
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the models for remnants of all four progenitors were consistent
with our data for either set of abundances with a probability
for accepting the fit greater than 0.10.

The calculated O/Fe mass ratios for these models can be
compared to the FPCS estimate for the remnant. The 13 M
model predicts ratios that are factors of 3—4 too low compared
to the observed value, which implies that the mass cut of iron
should be adjusted to eject 3—4 times more iron if the model
correctly describes N132D. With an ejected iron mass of 0.24
M, this requires that over half of the 1.18 M, iron core
remaining actually be ejected. Similarly, the 15 M models
predict ratios that are a factor of 2 too low compared to the
observed value, implying that the mass cut of iron should be
adjusted to eject twice as much iron. The O/Fe mass ratios of
the 20 and 25 My models are consistent with the observed
values. Alternatively, if the mass cuts are correct, these results
indicate that N132D is probably the remnant of a progenitor
of mass ~20 M.

5. CONCLUSIONS

Our analysis of spectral data from the Einstein Observatory
supports indications from optical observations and prelimi-
nary X-ray studies that N132D is an ionizing, oxygen-rich
remnant. As such, it is appropriately placed in the class of
remnants including Cassiopeia A and Puppis A in our own
Galaxy. These remnants are conjectured to be the aftermath of
Type II explosions in massive (> 12 M) stars, which synthe-
size the oxygen during their normal evolution.

Spectral fits of data from the Solid State Spectrometer (SSS)
and Imaging Proportional Counter (IPC) to a single-
temperature, single-ionization time-scale nonequilibrium ion-
ization model yields a temperature of 8.4 x 10° K and an
ionization age of 6.1 x 103 cm ™3 yr. Measured flux ratios from
the Focal Plane Crystal Spectrometer (FPCS) constrain the
temperature and ionization age jointly to values that are con-
sistent with the SSS/IPC fits. The two data sets indicate an
overabundance of oxygen relative to iron by a factor of at least
1.9 compared to the solar value and an abundance of neon
relative to oxygen that is approximately 0.5-1.0 times the solar
value. Abundance information from the SSS/IPC fits is com-
pared to the composition of ejecta for Type II supernova
explosions of 13, 15, 20, and 25 M, stars including a contribu-
tion from swept-up interstellar material behind the shock front.
Models for remnants of all four progenitors are consistent with
our data with a probability for accepting the fits greater than
0.10, provided that the lower mass remnants eject a large frac-
tion of their iron cores.

A Sedov model of the remnant as calculated by Hamilton et
al. (1983) accommodates FPCS line flux ratios of O, Ne, and
Fe without an adjustment of elemental abundances but
requires shock temperature higher than we observe with the
SSS and IPC. Enhancement of oxygen and neon relative to
iron lowers the shock temperature into consistency with the
SSS/IPC result and is consistent with results from other
aspects of our analysis.

Several people contributed to the observation planning and
early analysis of N132D. We thank P. F. Winkler, C. Berg and
T. Pfafman, and K. Flanagan. K. Lum made significant contri-
butions to the recent data analysis. This work was supported
in part by NASA grants NAGS8-494, NAS8-36748, and
NAG8-670 (JPH) as well as Smithsonian Institution funds.
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