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ABSTRACT

We use a hydrodynamic numerical code to study the evolution of spherical, optically thin, pressure-confined
Lya clouds in an adiabatically evolving interclond medium. We use the results to construct the associated
synthetic d.4"/dz and dA"/dNy, distributions and compare them against observations as well as to the analyti-
cal predictions. We find that the model can largely account for the observed column density distribution with
a cloud mass spectrum d.4/” oc M™% dM, § = 1.90; however, discrepancies are present at high column densities.
In particular, the synthetic d4"/dNy, exhibits a deficiency of clouds with log (Ny,) = 15.5 and the column
density distribution for a restricted redshift range about z = 2.7 has an abrupt cutoff not seen in the observa-
tions. The synthetic d4"/dz is also inconsistent with the data and analytic predictions primarily because the
redshift density declines much more rapidly at low redshifts. Both of the above effects arise as a result of the
finite mass range for observable clouds, a mass range that shrinks with time. A non-adiabatically evolving
ICM cannot alleviate the problems inherent in the model unless the ICM pressure evolves more rapidly than
P(z) oc (1 + z)°. While effects such as inhomogeneities in the ICM can remedy the situation, a recent study
argues against such a hypothesis. Aspherical systems, however, remain a possibility.

Subject headings: hydrodynamics — quasars: absorption lines

1. INTRODUCTION

The serried absorption-line forest, seen in the quasar spectra
blueward of the Lya emission, has been a subject of intensive
study over the past decade. These absorption lines are gener-
ally interpreted as being due to cosmologically distributed
“clouds ” of highly ionized primordial gas (Sargent et al. 1980).
High-resolution spectral observations indicate that these
clouds are distinct entities and that the number of lines per unit
redshift along a line of sight is a steep function of redshift. The
processes leading to the formation of Lya clouds are not well
understood. Lya clouds are thought to have been photoionized
by intergalactic flux from quasars and galaxies, with a resulting
equilibrium gas temperature of T, ~ 3 x 10* K for a mean
intensity of ionizing flux at the Lyman limit (912 A) of J, ~
1072 ergs cm 2 s7! Hz ! sr~! (Sargent et al. 1980; Ostriker
& Ikeuchi 1983). Of the various models put forth to explain the
segregation of the clouds from the intercloud medium, two
have received particular attention. The first model, proposed
by Rees (1986) and elaborated upon by Ikeuchi, Murakami, &
Rees (1987) suggests that the Lya forest may be evidence for
photoionized gas stably confined by the gravitational field of
cold dark matter minihalos of mass M ~ 10° M. The second
model, first proposed by Sargent et al. (1980) and elaborated
upon by Ostriker & Ikeuchi (1983) interprets the Lyo absorp-
tion lines as being due to intergalactic clouds confined by a hot
intercloud medium. In a subsequent work, Ikeuchi & Ostriker
(1986) discussed the formation of pressure-confined Lya
clouds, arguing that the clouds originate in fragmenting shells/
sheets of swept-up primordial gas established by cosmological
shocks.

The cosmological shocks required by the latter model could
simply be the hydrodynamical consequences of gravitational

collapse (Ostriker 1988; Cen et al. 1990). This possibility has
not been fully explored. Alternatively, the shocks may have
their origins in low energy (E ~ 10%° ergs) explosions
occurring at some early epoch. Potential “seeds” of such low
energy explosions are quasars, starburst events associated with
the earliest galaxies (Ostriker & Cowie 1981), and explosions of
supermassive primordial stars (Carr, Bond, & Arnett 1984).
For example, explosions of 10°° ergs occurring at z ~ 10 will
give rise to shells of radius R ~ 2.5 Mpc at present (Vishniac,
Ostriker, & Bertschinger 1985). In either case, the shells associ-
ated with the cosmological shocks are not massive enough to
fragment gravitationally. At z < 10, the shells, however, are
unstable to a Rayleigh-Taylor-like instability (Vishniac 1983)
and will fragment into 10°-10° My clouds that are in pressure
equilibrium with the surrounding diffuse shock-heated gas.
Based on an analytic study of the pressure-confined clouds,
Ikeuchi & Ostriker (1986) have argued that properties of such
a population of clouds—such as, their redshift density and
their column density distributions—closely resemble those of
the observed Lya absorption clouds. The analytic derivations,
however, incorporate many simplifying assumptions, some
explicit and some implicit, not all of which are justified. In this
paper, we investigate the pressure-confined model for the Lya
clouds using numerical simulations, using a one-dimensional
spherically symmetric Lagrangian hydrodynamical code to
follow the evolution of the pressure-confined Lya clouds. We
use the results to compute realistic redshift density and
redshift-integrated column density distributions for compari-
son with trends exhibited by Lya clouds observed at high
resolution. In § 2, we introduce the data sample of Lya clouds
identified in high-resolution observations and use the sample
to determine the actual redshift density and redshift-integrated
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column density distributions of the clouds. In § 3, we review
the relevant aspects of the pressure-confined Ly cloud model,
highlighting the simplifying assumptions of the analytic treat-
ment, and we discuss our simulations. In § 4, we compare the
numerically computed redshift density and redshift-integrated
column density distributions against analytic expectations and
against the observations, and finally, in § 5, we review our
findings and present our conclusions.

2. DATA SAMPLE

In order to compare the numerically computed redshift
density and column density distribution of pressure-confined
clouds with those exhibited by the observed Lya clouds, we
have assembled a large, high-resolution, profile-fitted data set
comprising Lya clouds identified in spectra of nine QSOs with
emission-line redshifts z, ranging from 2.14 to 3.78 taken from
a series of published sources. In order to ensure that the
observed sample of Lya clouds is complete, we restrict our-
selves to lines with rest frame equivalent widths greater than
W, = 0.2 A, excluding those lines which have been identified as
metal lines or those Lya absorption lines that belong to metal-
line systems. We also exclude lines with H 1 column density log
Ny > 17.0 with the intention of separating Lya forest clouds
from metal and Lyman-limit systems, which likely originate in
H 1 clouds within galaxies, e.g., Bergeron (1988). Rees (1988),
Blades (1988), Tytler (1988), and Sargent (1988) all indicate this
H 1 column density to be the point beyond which metal and
Lyman-limit systems dominate. However, C 1v detections by
Meyer & York (1987) and Lu (1991) for systems of log Ny; 2
15.5 indicate that some or possibly even most Lya forest
systems may contain metals. Chaffee et al. (1986) conversely
found very low metallicity upper limits in a Lyx cloud of log
Ny = 16.7. This may very well blur the distinction between
Lya forest and metal systems; in this work we choose log
Ny; = 170 as the dividing point. We note that 3% of our
sample lies in the range 15.6 < log Ny, < 17.0. As no metal
lines for these systems have been detected, any such contami-
nation would have less effect on the Lya redshift distribution,
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for example, than the intrinsic scatter in the data. A summary
of the data sample is given in Table 1. The sample is essentially
the same as that used by Webb (1987a, b). The continuum flux
density f; at the Lyman limit for Q0420 — 388 and Q1100 —264
are taken from Babul (1991). The rest are derived from the
visual magnitudes using Tytler’s (1987) empirical fitting
formula:

log;o fi(1 + ZQ)_1 = —04(m, — K;) —20.09 . )

The K-corrections are estimated from Evans & Hart (1977).

We further correct our data sample for the proximity effect
following the prescription of Bajtlik, Duncan, & Ostriker
(1988): We only consider lines that satisfy the constraint
wfz) < 0.1, where w(z) is the relative enhancement of the
ambient ionizing radiation at the cloud’s redshift z due to the
quasar. Adopting an Q = 0 cosmology,

L 4z3(1 + z9/2*(1 + z)® )
dnJi(z) (1 + zo)[(1 + zg)* — (1 + 2)°1*°

where J,(z) is the background ionizing flux at the Lyman limit,
£ is the QSO’s continuum flux density at the Lyman limit and
zq is the quasar redshift. We assume that J; (z) evolves as

1+4+zV .
Ju(2) = le("‘f) > 3

where J,; = J1 /10721 ergs cm 2 s™* Hz~! sr™'. Using the
depletion of Ly« lines in the vicinity of quasars (the proximity
effect) as an indicator of the intensity of the UV background,
Bajtlik et al. (1988) estimate that J;, = 10722%%-5 ergs cm ™2
s™! Hz ! sr™! at z = 2.5, a value consistent with that orig-
inally determined by Sargent et al. (1980) and also consistent
with the emission expected from observed quasars at that
epoch (Bechtold et al. 1987). A commonly adopted value for
the parameter characterizing the evolution of the UV back-
ground isj = 4 (Umemura & Ikeuchi 1984; Ikeuchi & Ostriker
1986), which implies a constant comoving photon density at
the Lyman limit for a spectrum J, oc v~'. “Measurements” of

w(z) =

@

TABLE 1

QSO ABSORPTION SPECTRUM DATA SAMPLE

. Resolution®
QSO g (minimum) VA i my, (FWHM km s™1) Reference
Q2000—330% ...oiiiininiieanns 3.783 1022.96 95 22 17.3 35 1
Q0207 —398° ... 2.805 1084.84 37 2.5 17.15 33 2
Q0420—388 ....ociiieninnne 3.120 1025.83 100 34 169 33 3
Q11002641 ..o 2.143 1116.53 16 6.2 16.1 20 4
Q1158 —187 .cvvvviniiiiinns 2.448 1179.48 9 29 17.01 24 2
QI358+113 ...t 2.571 1192.20 7 4.6 16.5 31 2
Q1448 —232. i, 2.208 1168.48 8 3.0 16.96 26 2
Q2204 —573% ..oiiiiiinn 2.725 1123.03 25 2.1 1736 33 2
Q2206 —199N® ... ........ooel 2.559 1022.66 35 1.7 17.33 33 56
Total number of lines 332

2 Number of Ly« lines observed along the line of sight with W, > 0.2 A

® QSO continuum flux density at the Lyman limit (912 A), in units of 10727 ergscm ™ 2s ™' Hz ™' sr™%.

¢ For spectra with variable resolution, value shown is the lowest resolution.

4 Lines with rest frame wavelength 1, € [1058.1, 1070.7], [1123.9, 1134.7], [1154.5, 1162.5], [1180.7, 1191.8], [1206.4,

1209.7] have been excluded.

¢ Lines with rest frame wavelength A, € [1116.4, 1163.2] have been excluded.

f Lines with rest frame wavelength 4, € [1151.5, 1177.2] have been excluded.

¢ Lines with rest frame wavelength A, € [1144.7, 1154. 2], [1185.4, 1186.3] have been excluded.

b Lines with rest frame wavelength 4, € [1062.7, 1123.1], [1158.9, 1198.5] have been excluded.

REFERENCES.—(1) Carswell et al. 1987; (2) Webb 1987a; (3) Atwood, Baldwin, & Carswell 1985; (4) Carswell et al. 1984; (5)

Rauch et al. 1990; (6) Carswell et al. 1992.
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the background flux using the quasar proximity effect suggest
that j ~ 0 (Bajtlik et al. 1988). We shall explore both pos-
sibilities.

Past studies (Murdoch et al. 1986; Carswell et al. 1987;
Bajtlik et al. 1988; Carswell et al. 1991; Lu, Wolfe, & Turnshek
1991; Rauch et al. 1992 and references therein) suggest that the
distribution of Lya clouds is adequately described by

aN , 4N g .

1 oc(l+2) dNH,OCNH' ; 4)
where Ny, is the H 1 column density derived from W,. For the
data sample under consideration, we find that the redshift-
integrated column density distribution of the clouds with
13.8 < log (Ny,) < 15.8 is best characterized by power-law
index g = 1.9 + 0.1, while the redshift evolution index over the
epoch of observations, 1.8 < z < 3.6, for clouds with W, > 0.2
Ais y = 2.21 + 0.57 if the background ionizing flux is charac-
terized by j = O (ie., nonevolving) and by y = 2.00 + 0.50 if
j = 4. For a subsample of clouds with W, > 0.3 A, we find that
y=1.38 +0.59ifj = 0and y = 1.36 £+ 0.57if j = 4; the d.A"/dz
distribution for the subsample has a tendency toward being
flatter than the parent distribution. These results are consistent
with the independent, higher resolution sample of Rauch et al.
(1992).

3. PRESSURE-CONFINED CLOUDS

Let us consider the possibility that Lya clouds observed
along the various QSO lines of sight described in the previous
section are indeed pressure-confined entities. As discussed by
Ikeuchi & Ostriker (1986), the evolution of such clouds is pri-
marily governed by the evolution of the surrounding hot inter-
cloud medium (ICM). As the ICM pressure changes with time,
the clouds will expand in order to establish or to maintain
pressure equilibrium with the external medium, the rate of
expansion being limited by the sound speed of the gas in the
clouds. Hence, the clouds either expand in strict pressure equi-
librium with the ambient ICM or are in free expansion. Adopt-
ing a spherically symmetric model for the cloud, the cross
section for a line of sight to intersect a cloud of mass M and
radius R (M, z) at redshift z is tRZ(M, z). The equivalent width
of the resulting absorption line depends not only on the physi-
cal properties of the cloud but also on the impact parameter of
the line of sight. Imposing a selection criterion similar to that
used to generate the data sample, i.., requiring the rest-frame
equivalent width limit of the absorption line be greater than
some W™ reduces the maximum allowed value for the impact
parameter from R, (M, z) to (M, z; W;'™) and also establishes
the minimum detectable cloud mass M, (z; Wi™) as defined by
My, z; Whim) = 0.

Assuming that the mean comoving number density of
pressure-confined clouds is constant and that their mass dis-
tribution conforms to a power law dA oc M~°dM, the
number of clouds per unit mass observed along a line of sight is

PN dl
0z0M

dz

where A, is a constant, dl/dz = cHy *(1 + z)~? is the differen-
tial proper path length for Q = 0 cosmology and H, = 100 hy
km s~ ! Mpc~! is the Hubble constant. Integrating the above
equation over the allowed mass range for pressure-confined
clouds yields the mean redshift density of clouds along a line of

= nl’(M, z; Wi™)Ao(1 + 2)°M % —, (5)
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sight:
v zMu .
oA+ | AMMTRM, z Wi, (6)
dZ ML(z)

where o, = ncHy ! A, is a constant.

The upper limit on the mass of the pressure-confined clouds,
M, arises because clouds with masses greater than the Jeans
mass at the time of their formation will not evolve in pressure
equilibrium with the ICM pressure but, rather, will be unstable
to gravitational collapse. The Jeans mass for a fully ionized gas
cloud of primordial composition with epoch of formation
z,—z, must be greater than 5 since the Lya forest has been
detected at redshifts as high as z ~ 4.7 (Schneider, Schmidt, &
Gunn 1989)—is

M, ~2 x 10" T2 P,(0)"**(1 + z,)""* Mgy, )

where T, = T,/10* K and P,(0) = P(0)/10"? cm ™ K. We have
parameterized the evolution of the ICM pressure P = n; T; as

Pz) = POX1 + 2)° . ®)

The redshift index p = 5 corresponds to an adiabatically evolv-
ing ICM. In the present study, we shall only explore this
model. We note that the relationship in equation (7) is derived
under the assumption that the total energy of the cloud is a
conserved quantity; this is not so since PdV work is either
done by or on the clouds (Duncan & Ostriker 1988).

The H 1 column density of a cloud of mass M at redshift z
intersected at impact parameter [is

VR.2(M,z)— 12

dxng (/x> +1*; M, z). (9)

The probability of intersecting such a cloud at impact param-
eter | is given by

NuiM, z,)) =2 J
o

2nldl

Py =—.
Ot = 20, = wim)

(10)

For clouds with a constant comoving number density and a
mass spectrum d.A” oc M~?dM, the redshift-integrated H 1
column density distribution of clouds observed along different
lines of sight, each spanning the redshift range [z, (i), zu(i)], is

aN zH(i)
=24 dz(1 + 2)
dNHl 0 ; zp(i)
Mu dl
x j dAMM ™Y Ny; M, 2) . (1
My(z) dNHl

The normalization factor ", is the same as that in equation
(6).

In order to evaluate the above distributions analytically,
Ikeuchi & Ostriker (1986) adopt an idealized model for the
pressure-confined clouds, ie., the clouds are homogeneous,
spherically symmetric, optically thin entities undergoing
homologous expansion, and restrict themselves to redshifts
z = 2. At these redshifts, the clouds can be considered to be
expanding in pressure equilibrium with the ambient ICM—
only the most massive clouds (M 2 10%7° M ;) experience any
free expansion. Also, the heating of the gas by the background
jonizing flux maintains the clouds in an approximate isother-
mal equilibrium in spite of the cooling effects of cloud expan-
sion and radiative losses. The fraction of neutral hydrogen in
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such clouds is y(z) = 0.138(3.5¢ T 3*J; (1 + 2)79 ny(2). To
compute the probability of intersection a cloud along a line of
sight, Ikeuchi & Ostriker (1986) use the full cross-sectional area
of the cloud nR3(M, z), with each cloud of mass M being
assigned a unique H 1 column density, its area-averaged
column density,

Ny, = %X(Z)"H R.(M, 2) ;
R, (M, z) = [3M/4rung]'?
= 0.269M'PTL3P0)"3(1 + 2?3 kpc . (12b)

Restricting themselves to clouds with column densities above
some detection threshold Ni% or equivalently, to clouds with
masses greater than

M (N¥m 2) = 1.81 x 10'°(3.5)"3J3, T2°/4P,(0)~3

Nlim 3
107 om =2 *c’r‘n_2> Mo, (13)

(12a)

x (1 + z)“s””j(

and assuming that the upper bound for the mass of the
pressure-confined clouds is unimportant, Ikeuchi & Ostriker
(1986) found that the redshift-integrated column density and
the redshift density distributions of the pressure-confined
clouds are

i o« Nt B=36—4 Ny, >Nim; (14a)
dNy,

dN

;oc(l +z) y=056—-9p—-(3B5—95)j+1. (14b)

According to these relationships, the data set examined in the
previous section ought to be consistent with a pressure-
confined cloud model with é ~ 1.93; given our assumption
that the ICM is evolving adiabatically (p = 5), we expect the
two models, j = 0 and j = 4, to bracket the observed redshift
density of the clouds with y = 3.25 and y = 1.09, respectively.

Various authors (Ikeuchi & Ostriker 1986; Ikeuchi 1987;
Ostriker 1988 ; Duncan & Ostriker 1988) have argued in favor
of the pressure-confined model for the Lya clouds on the
grounds that the column density distribution and the redshift
density can naturally account for the observed trends if the
mass spectrum of the clouds as well as indices p and j are
judiciously chosen. The power-law distributions, however, do
not arise naturally but are the result of various simplifying
assumptions, the validity of which have never been studied in
detail. For example, the right-hand side of equation (14b)
should be multiplied by F(z) = 1 — [My/M(z)] ©~>"®, but
this factor has been ignored on the grounds that My/M,(z) > 1
(for 6 > 5/3) over the redshift range of interest [i.e., F(z) ~ 1].
The validity of this assumption depends strongly on the choice
for the indices p and j.

In order to explore the pressure-confined model for the Lya
clouds in greater detail, we study the evolution of the clouds
with a hydrodynamical code (Williger 1991). Consequently, we
are able to relax many of the assumptions incorporated in the
analytic derivations of d#/"/dNy, and d.4"/dz. In particular, we
can allow for variations in the column density for a given cloud
according to the line-of-sight impact parameter and can allow
for clouds that are expanding in pressure equilibrium with the
ambient ICM as well as those in free expansion. We also spe-
cifically take into account the finite upper mass cutoff for
pressure-confined clouds. Finally, the simulations allow us to
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construct absorption-line profiles for each impact parameter
and, hence, to determine the associated rest frame equivalent
width W, and the velocity parameter b = 2'/? ¢ using Voigt
profile calculations. In this way, we are able to subject the
simulated profiles to the same selection criteria as that applied
to the observational data set; i.e., we consider only simulated
profiles with W, > WH™ where W!™ corresponds to the thresh-
old rest frame equivalent width of the Lya clouds in the
observed data set. We note that the equivalent width limit is a
natural quantity for defining an observational data sample
because W, of an absorption line can be directly measured; on
the other hand, analytic relationships for d.4"/dz rely on detec-
tion limits defined by a threshold H 1 column density, which
can be determined only indirectly by modeling the absorption-
line profile.

The clouds in our simulations are spherically symmetric and
assumed to be optically thin. We adopt a primordial composi-
tion of 90% hydrogen and 10% helium by number for the gas
in the clouds; the neutral fractions for H 1, He 1, and He 11 are
computed at each time step using expressions given by Black
(1981); we allow for the degree of ionization of the gas to
depart from that required by ionization equilibrium consider-
ations when the recombination time scales become long. We
assume that the spectrum of the ionizing background flux at
frequencies greater than the v, , the Lyman limit frequency, is
J, oc v™1. We establish the clouds at z, = 6; at formation, we
adopt a uniform density profile for gas distribution in the
clouds and require the clouds to be in pressure equilibrium
with the surrounding ICM, ie., n(z,) = P(z,)/T,(z.). On the
basis of theoretical and observational contraints, the best esti-
mate for the ICM pressure is P(0) ~ 1072%%2 ¢m~3 K
(Ostriker & Tkeuchi 1983)!; we adopt P(0) =2 x 1072 cm ™3
K. The initial temperature of the gas in the clouds is set to
T.(z,) = 3 x 10* K; however, the gas falls quickly to its equi-
librium temperature of T =~ 2.6 x 10* K, in agreement with the
findings of Umemura & Ikeuchi (1984). We also assume that
the clouds are initially in homologous expansion where the
expansion velocity of the cloud surface at radius R, corre-
sponds to Hubble flow: V/(z.) = H(z))R(M, z,). The sub-
sequent evolution of the thermal and dynamical variables are
not artificially constrained; in particular, the cloud density
profile is not constrained to remain uniform at later times. We
do note, however, that we neglect the effects of thermal con-
duction on the evolution of the clouds.

In order to test the hydrodynamic code, we evolved 108, 107,
108, and 10° M, clouds in a p =5, j = 4 environment and
compared the evolutionary tracks of individual cloud param-
eters, such as the mean density, the mean column density, the
surface expansion velocity, and the cloud temperature, against
those discussed by Umemura & Ikeuchi (1984) and Ikeuchi &
Ostriker (1986). The results are almost identical.

Apart from testing the numerics of the code, we were partic-
ularly concerned about the effect of the initial expansion veloc-
ity on the state of the clouds during the epoch of observation
1.8 < z < 3.6, the redshift range over which we intended to
compare the simulation results for d.A"/dz and dA"/dNy;
against observations. The initial surface expansion velocity of
V. = H(z,)R, that we have imposed is lower than that required
to maintain pressure equilibrium. The evolution of the test
clouds reveal that small (M < 10® M) clouds, the clouds least

! Note that Ostriker & Ikeuchi (1983) define pressure P(0) using proton
densities.
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affected by self-gravity and with relatively small sound crossing
time, adjust their expansion rate and reestablish pressure equi-
librium in a very short period of time; the expansion velocity
rises steeply and converges onto the “equilibrium ” expansion
velocity after a series of high-frequency, strongly damped oscil-
lations. The recovery period for the massive clouds M ~ 108
10° M, extends over a longer period of time; the oscillations
in the surface expansion velocity persist even at z x4,
although the amplitude of the oscillations is only approx-
imately 3 km s~' and declining. To investigate the effect of
initial expansion velocity further, we explored the conse-
quences of starting the clouds with differential initial velocities:
V. =(5/3)H(z,)R.(z,) and V, = 3H(z,)R.(z,). We specifically
focused on the massive (M = 10° M) clouds, the clouds in
which the effects of the initial velocity persist the longest. The
evolution of the surface expanson velocity is shown in Figure 1
as is the evolution of one of the internal parameters of the
cloud, the central equivalent width (i.e., the equivalent width of
a cloud observed at impact parameter | = 0). The trajectories
of the internal parameters of the clouds with initial velocities
different from the Hubble flow exhibit more pronounced oscil-
lations. Comparing the three cases at z = 4, we find that the
mean column density spans the range 1.3-2 x 10'5 cm ™2 and
that the maximum difference in the central equivalent width
limit is AW, = 0.046 A. In comparison with the observational
errors, these differences are not significant (Carswell 1990), and,
of course, these differences decrease with time. Therefore, the
internal state of the pressure-confined clouds during the epoch

5 T T 1 T T T I T T T l T T T 2
L ; 5/3 ]
i ' —H18
- 1 i
B 172 7
45 —18
i — 1.4
| —
o 4 12
=+ ~ 83 4 P
— — 1 E
£l ] =
g - B
S 35— 1 -8
i —8
3k 1/2 — 4
i — =2
o .
25 1 1 1 l I 1 1 l | i I . LAL 1 1 0

—-

.6
log(1+z)

F1G. 1.—The evolution of the surface expansion velocity (V, in km s~*) and
the central equivalent width (W, in A) for M = 10° M o clouds in an environ-
ment where the ICM pressure evolves as P(z) oc (1 + z)° and the UV back-
ground evolves as J, oc (1 + z)*. The three sets of curves correspond to clouds
starting with initial surface expansion velocity V,/H(z,)R, = 5/3 (dot-dash), 1
(dashed), and 1/2 (solid).
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of observation is relatively insensitive to the initial surface
expansion velocity of the cloud. Umemura & Tkeuchi (1984)
also drew similar conclusions.

As noted previously, in simulations of the pressure-confined
clouds used to compute the synthetic dA4"/dNy, and dN/dz
distributions, we consider only clouds immersed in an adia-
batically evolving ICM (p =5) but explore two different
models for the evolution of the UV background characterized
byj = 0and 4. The p = 5, j = 4 model (“ the standard model ”)
is the one advocated by Ikeuchi & Ostriker (1986). According
to analytic considerations, this model ought to be able to
account for the trends exhibited by the observed Lya clouds if
the cloud mass spectrum is characterized by 6 ~ 2. We also
consider clouds immersed in a nonevolving (j = 0) UV back-
ground because an analysis of the proximity effect by Bajtlik et
al. (1988) suggests that the flux intensity of the actual UV
background is approximately constant over the redshift range
1.8 < z < 3.8. We note that according to the analytic relation-
ships, the p = 5,j = 4 model coupled with the value of the mass
spectrum index 6 required to match the observed dA"/dNy,
ought to yield a slightly flatter d.4"/dz distribution than
observed, while the p =5, j =0 model ought to exhibit a
slightly steeper redshift density.

The clouds in our simulations span the mass range
275 <log (M/My)<9.25 with mass resolution of A log
(M/M o) = 0.25. The upper limit is established by the require-
ment that the clouds ought not be collapsing during the epoch
of observations; such clouds would not be “pressure-
confined.” Our upper mass limit for the clouds is a factor of 4
smaller than the Jeans mass condition given in equation (7); we
found that clouds in our simulations with mass M = 10°73
M, collapsed rapidly while those with mass M = 10°-5° M
experienced a more gradual collapse, but collapsed nonethe-
less. The lower mass limit has no physical origin and is simply
chosen to ensure that we have considered the smallest clouds
that can yield absorption features with W, > 0.2 A at any time
during the epoch of observation. Cowie & McKee (1977),
however, argue that there is indeed a physically motivated
lower bound on the range of allowed masses of Lya clouds
established by the requirement that the clouds survive evapo-
ration due to thermal conduction of heat from the hot ambient
ICM. For the initial conditions adopted in the present study,
this lower bound is M, &~ 10°7i40)~*** h™32 M, where
ne(0) = ny(0) = ny(0)/10~° cm ™3, while our adopted lower
bound is some three orders of magnitude smaller. In a test
simulation, the central equivalent width limit of a 10* Mg
cloud subject to thermal conduction decreased from its initial
value of W, = 0.4 A to an equivalent width less than 0.2 A, our
detection threshold, by z = 5.94; with the heat conduction sup-
pressed, the same cloud simulation exhibited a very small
change in the central equivalent width over the same period. In
the present study, we have chosen to ignore the lower bound
established by evaporation considerations because M.,
depends sensitively on uncertain quantities, such as n;, and
furthermore, even a dynamically insignificant tangled magnetic
field can greatly modify the value of M., .

4. RESULTS

Using the evolutionary information for the simulated clouds
according to the prescription given in equations (6) and (11),
we compute the synthetic d.4"/dz and dA"/dNy, distributions
for the pressure-confined Lya clouds model with three choices
for the cloud mass spectrum characterized by 6 = 1.87, 1.90,
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and 1.93. According to the analytic relationship given in equa-
tion (14a), these vatues for § ought to yield dA"/dNy, distribu-
tions that range from being compatible with our data to those
with B index as low as 1.6. The computed d.#"/dz and
d A" JdNy, distributions can be directly compared to the obser-
vations once they have been appropriately normalized
(establish the value of £, in egs. [6] and [11]). We normalize
the distributions by demanding that the total number of
pressure-confined clouds in the column density range
14.2 < log (Ny) < 15.2 be equal to the number observed.

4.1. H1 Column Density Distribution

In Figure 2, we display the observed column density dis-
tribution juxtaposed alongside the mean redshift-integrated
column density distribution for the pressure-confined clouds
along a line of sight. Figure 2a corresponds to the clouds
immersed in a background flux whose redshift evolution is
characterized by j = 0, while Figure 2b illustrates the results
for the “standard ” j = 4 model. First, we note that the curves
corresponding to the three different mass spectra are, for all
practical purposes, indistinguishable over the column density
range under consideration. Second, the model distributions in
both plots (Figs. 2a and 2b) fit the observations very well for
column densities log (N, < 15.5; however, the two become

-10 T T T T

log(dN/dNy)

log(Nw)
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increasingly discrepant toward high column densities, with the
synthetic distributions tending to steepen. The decline in the
number of pressure-confined clouds at high column densities is
more dramatic in the standard model than in the j = 0O case.
For example, the power-law index of the column density dis-
tribution for clouds with mass spectrum characterized by
6 =190 and immersed in a background UV flux evolving
according to the j =0 (4) model is f = 1.66 (1.77) over the
column density range 13.8 <log (N, < 14.8, steepening to
B =248 (3.17) over the column density range 14.8 <log
(Ngp < 15.8. Based on simple analytic considerations, we
would have expected a single power-law column density
distribution (eq. [14b]) with index f = 1.70, regardless of
the value of the flux evolution parameter j. At low column
densities, the synthetic and the analytically derived column
density distributions are consistent with each other, but
at high column densities, the discrepancy between the two is
significant.

To determine the cause of the curvature and the j-
dependence of the redshift-integrated d.#"/dz for pressure-
confined clouds, we plot, in Figure 3, the observed and the
synthetic dA"/dNy, distributions for clouds in the redshift
range 2.6 <z < 2.8; this is the redshift bin with the largest
number of Lya clouds. The plots again show that the model

r (=5, j=4)

log(dN/dNyy)

log(N)
FiG. 2b

F1G. 2—H 1 column density distribution of the observed clouds integrated over the redshift range 1.7 < z < 3.6 juxtaposed with the curves corresponding to the
redshift-integrated d.4#"/dN,,, for the pressure-confined clouds. The three curves correspond to clouds with mass spectra characterized by 6 = 1.87 (solid curve),
& = 1.90 (dashed curve), and & = 1.93 (dot-dash curve). The error bars represent 1 o errors for the observations. The model curves are normalized so that the total
number of clouds in the column density range 14.2 < log (Ny ;) < 15.2 is equal to the observed number of clouds. In (a), we plot the dA"/dNy for clouds in the j = 0

model, and (b) illustrates the distribution for the j = 4 model.
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dA"/dNy, distributions are declining much more rapidly than
the observed distribution at column densities log (Ny,) = 15.
For 6 = 1.90 mass spectrum and UV flux evolution parameter
j=0(@4), 8 =1.36(1.71) over the range 13.8 < log (N4, < 14.6,
while § = 2.48 (3.09) over the column density range 14.6 < log
(Nyp) < 15.6. The decline in the number of synthetic high
column density observations reflects the decreasing probability
for a line of sight to intersect clouds with mass M > M (z, Ny,
at appropriate impact parameter (M, z; Ny,) (cf. eq. [10]). As
Ny, increases, both the mass range M (z, Ny) < M < My of
observable clouds and the range of values spanned by I
decreases. As M, approaches My, the upper limit for the mass
of the pressure-confined clouds imposed by the Jeans condition
(cf. eq. [7]), the number of clouds giving rise to the desired
column density as well as the mass-averaged cross sectional
area for observing it drops steeply to zero. Indeed, the rapid
decline of simulated clouds at high column densities in Figure
3b is punctuated by the lack of any clouds with column den-
sities greater than log (Ny;) &~ 17.8. The sensitivity of the syn-
thetic dA"/dNy; to the value of j, culminating in the different
values of the maximum column densities for the j = 0 and the
J = 4 cases, is also the consequence of a cap on the masses of
pressure-confined clouds. The highest column density observa-
tions, in the pressure-confined model, are due to the most
massive clouds at high redshifts. An upper bond in mass trans-
lates into an upper limit for column density. The value of this
maximum H 1 column density, however, is dependent on the
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intensity of the UV background; at redshifts z > 2.5, the j = 4
UV flux is more intense than the j =0 flux. Hence, the
maximum H 1 column density in the j = 0 scenario is greater
than in the j = 4 case. As a result of the steepening and trunca-
tion at high column densities, the dA4"/dNy, distributions for
the pressure-confined models are inconsistent with the obser-
vations; the latter does not exhibit any breaks. It may be pos-
sible that there is an onset of contamination by metal
absorption systems at log Ny, = 15.5 where the model
dA'/dNy, distribution exhibits a shortfall in comparison
against the data (e.g., Meyer & York 1987; Lu 1991), but it
would have to be rather contrived to produce no associated
slope change in d./"/dNy,, especially at randomly chosen red-
shifts.

The above problems associated with the upper bound on the
mass of pressure-confined clouds can be alleviated if the
assumption that the ICM pressure is homogeneous is relaxed
and regions with pressure inhomogeneities of a few orders of
magnitude allowed for (Baron et al. 1989). This is not unreal-
istic considering that P is known to range from 10~2 cm™3 K
in the ICM (Ostriker & Ikeuchi 1983) to =10° cm ™3 K in the
central regions of clusters of galaxies. High column density
observations could then be associated, to a large degree, with
clouds in high-pressure environments. The presence of such
regions, however, ought to produce groups of clouds with
larger than average equivalent widths along the lines of sight;
Webb & Barcons (1991) have searched for such groups and,
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F1G. 3—Column density distribution of the observed clouds in redshift range 2.6 < z < 2.8 juxtaposed with the curves corresponding to the d.A"/dNy, for the
pressure-confined clouds at the same redshifts. The error bars represent 1 ¢ errors for the observations. In (a) we plot the d4#"/dNy, for clouds in the j = 0 model, and
(b)illustrates the distribution for the j = 4 model. We note that the synthetic curves tend to steepen prior to an abrupt cutoff.
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finding none, have been able to limit the magnitude of the
pressure inhomogeneities in the ICM to AP/P < 0.17 if the
observed clouds are pressure-confined entities. Alternatively,
the problems resulting from the upper bound on the mass
of the clouds may be resolved if the clouds are significantly
aspherical (Baron et al. 1989).

4.2. Redshift Density Distribution

In Figure 4, we plot the observed and the synthetic redshift
distribution for clouds with equivalent widths greater than 0.2
A, the completeness limit for the observed sample. In Figure 5,
we plot the redshift distribution for a subsample of clouds with
W, > 0.3 A. The normalization for the model curves is fixed by
the choice of 4", as described previously. As discernible from
Figure 5 and to a lesser extent, from Figure 4, the total number
of simulation clouds seen over the redshift range under con-
sideration is less than the number of observed Lya clouds. This
discrepancy arises because the observed and the synthetic
sample, though subjected to the same equivalent width selec-
tion criterion, have different column density distributions as a
result of the differences in the distribution of the velocity
parameters for the two samples—the mean velocity parameter
for the absorption profiles associated with the simulated
clouds is ¢<b> ~ 22 km s~ ! with 1 ¢ dispersion of g, = 1 km
s~ 1, while the mean velocity parameter for the observed pro-
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files is ¢<b> ~ 35 km s~ ! with a dispersion of 6, ¥ 15km s~ ! (in
agreement with Webb & Carswell 1991; Rauch et al. 1992).
The equivalent width of an absorption profile due to a given
column density of neutral gas is greater if the associated veloc-
ity parameter is larger; hence, an equivalent width-limited
sample containing clouds with larger velocity parameters
probes down to lower column densities than a sample of
clouds with low b. Given the column density distribution for
the clouds (e.g., Fig. 3), it is clear that the sample with a lower
column density threshold will contain more clouds. Further-
more, the steepness and the sudden truncation of the synthetic
dAJdNy, at large column densities also contributes to the
discrepancy. It should be noted that the number deficiency at
W, = 0.2 A is minimal because both of the above-mentioned
effects are relatively weak: the value of the minimum column
density, according to the curve of growth, is relatively insensi-
tive to the value of the velocity parameter and the threshold
column densities are small enough that the total number of
clouds in the synthetic sample is not greatly affected by the
behavior of the dA"/dNy; at large column densities. At the
higher equivalent width threshold of W, = 0.3 A, however, the
column density threshold is larger and is more sensitive to the
value of the velocity parameters of the clouds. Consequently,
the discrepancy in the number of synthetic and observed
clouds at each redshift is worse. In summary, it is fair to con-
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F1G. 4—The observed redshift distribution of Lya clouds with W, > 0.2 A juxtaposed with the curve corresponding to d.4"/dz for pressure-confined clouds also

subject to W, > 0.2

A. The model curve corresponds to clouds with mass spectra characterized by § = 1.87, = 1.90, and & = 1.93. The error bars represent 1 ¢

errors for the observations. (a) shows the results for the j = 0 model, and (b) shows the results for the j = 4 model. The computed redshift density is not, in general, a

power-law distribution.
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F1G. 5—The redshift density of the clouds, observed and computed, with rest frame equivalent width W, 2 0.3 A. The model curves corresponds to clouds with
mass spectra characterized by 6 = 1.87, 5 = 1.90, and 8 = 1.93. The error bars represent 1 o errors for the observations. (a) shows the results for the j = 0 model, and

(b) shows the results for the j = 4 model.

clude that if the model velocity parameter distribution is incon-
sistent with that for the observed clouds, it is not possible to
normalize simultaneously both the column density distribu-
tions and the equivalent width-limited redshift density, even if
the functional form of the predicted and the observed distribu-
tions were similar.

According to the above discussion, if the observed distribu-
tion of b parameters for the Lya clouds represents the true
distribution, then the observed Lya clouds cannot be pressure-
confined entities. However, it is quite possible that the intrinsic
distribution of b parameters for Lya clouds is consistent with
the distribution for the synthetic clouds and that the observed
distribution is a consequence of distortions introduced by clus-
tering and blending of Lya lines. Such line blending arises
when two close lines, both of which correspond to low-b
parameters, are counted as one line with a large velocity
parameter. To illustrate this possibility, Carswell et al. (1991)
have found that absorption lines with b > 20 km s~ ! along the
line of sight to Q1100 —264 can be fitted by a large number of
b =13 km s~ ! lines. The fact that Ly lines appear to be
weakly clustered on small scales (cf. Babul 1991 and references
therein) means that line blending is likely to be an important
effect; in fact, clustering on the scale of 20-30 km s~ ! is quite
capable of increasing the mean velocity parameter from 22 to
35 km s~ ! as well as broadening the distribution (Webb 1991).
Since our synthetic distribution does not take into account the

above effects, it is not possible, at present, to draw any conclu-
sions based on the differences between it and the observed
distribution, or about any effects (such as the discrepancy in
the normalization of d.#"/dz) that arises as a result.

A further study of Figures 4 and 5 reveals that the synthetic
curves are not power-law functions expected from the simple
theoretical analysis (eq. [14b]): The curves in the figures tend
to steepen with decreasing redshift, and, in fact, the redshift
density of the pressure-confined clouds declines much too
rapidly to account for the observations. For the 6 = 1.90 mass
spectrum, for example, the j = 0 curve corresponding to the
W, > 0.2 A sample (Fig. 4a) has an effective power index of
Yetr ~ 4.1 at the high-redshift end of the epoch of observation
and steepens to Y. ~ 6.2 toward the low-redshift end. The
redshift index for the observations is y = 2.21 + 0.57. The dis-
crepancy is even worse for the W, > 0.3 A sample (Fig. 5a): The
observations correspond to y = 1.38 4 0.59 while the effective
index for the synthetic curve is y.¢ ~ 5.7 at the high-redshift
end and steepens rapidly; for example, y.¢ = 7.775 over the
interval 2.8 < z < 3.3. Line blending effects, invoked in the pre-
vious paragraph as possible sources of the discrepancy
between distributions of the observed and the synthetic veloc-
ity parameters, are not likely to account for the flatness (vis-a-
vis the synthetic redshift density) of the observed d.4"/dz at low
redshifts. Babul (1991) has shown that blending of lines causes
the “observed” distribution to appear flatter than the actual
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TABLE 2

MINIMUM DETECTABLE MASS* OF PRESSURE-CONFINED CLOUDS
FOR W, > 0.2 A AND W, > 0.3 A SaMPLES

wpn j log[M@/Moll.-s  F@loy  log IMy(@)Mollcz  F(los
02......... 0 2.75 097 7.50 0.61
03......... 0 4.5 091 9.00 0.13
02......... 4 475 0.91 6.75 0.74
03......... 4 6.50 0.77 8.50 0.33

* For clouds with mass spectrum § = 1.90.

® F(z) = 1 — [Myy/My(2)]~ %5 and log (My/M o) = 9.25.

underlying d.4"/dz only at high redshifts (z 2 2.8); blending
effects would not moderate the rapid decline in the number of
clouds towards the present.

According to equation (14b), the “ideal” j =0 curve is a
single power law with y = 3.5, regardless of the limiting equiva-
lent width of the sample. However, as shown in Table 2, the
assumption underlying this “ideal ” redshift distribution, that
My/M,(z) > 1 over the entire epoch of observation, is not
valid. The synthetic curve is not a power law function because
the neglected factor F(z) = 1 — [My/M,(2)] ®~3/® takes on
values significantly less than unity as M,(z) approaches My at
low redshifts. The synthetic curves for the standard (j = 4)
model is also subject to similar effects. According to equation
(14b), the “ideal ” redshift density for clouds with mass spec-
trum 6 = 1.90 is a y = 0.7 power law. Such a curve would be
marginally consistent with the W, > 0.2 A and W, > 0.3 A data
samples, which corresponds to y=2.00+0.50 and
y = 1.36 & 0.57, respectively. The effective redshift index of the
d./dz distribution for the W, > 0.2 A sample (Fig. 4b) is com-
parable to the analytic value at the high-redshift end, y. ~
0.72 over the redshift range 3.73 <z < 3.90, and gradually
steepens to . &~ 1.07 at the low-redshift end. Based on these
results, it can be argued that the synthetic d.4"/dz curve for the
standard model is quite compatible with the observations if the
redshift distribution were appropriately normalized; however,
the results for the W, > 0.3 A sample (Fig. 5b) paint a different
picture. The synthetic curve is considerably steeper than the
observed redshift density: y. =~ 3 over the redshift range
3.36 < z < 3.68 and increases with decreasing redshift. The
results for the W, > 0.2 A and the W, > 0.3 A samples together
argue that neither the j = 0 nor the standard j = 4 models are
consistent with the observations.

4.3. Evolution of My/M,(z)

In the above subsections, we have identified the squeezing of
the mass range M;(z) < M < My for observable clouds with
decreasing redshift as the most important source of discrep-
ancy between the observations and the synthetic d4"/dNy, and
dA°/dz distributions for the pressure-confined model. For
example, the steepness of the synthetic d.#"/dz for W, > 0.3 A
sample (Fig. 5), as compared to both the power law expected
from simple analytic considerations and the observations, is
the consequence of the factor F(z) becoming significantly
smaller than the ratio My/M(z) and dropping below 1000 (for
6 ~ 1.9), as shown in Table 2. In Figure 6, we show the evolu-
tion of this ratio for the W, > 0.3 A, as deduced from our
simulation results. For the j = 4 model, the value of My/M,(z)
is less than 1000 over the entire redshift range of interest; this
explains why the effective redshift index for the corresponding
dA/dz curve (y 2 3) is much larger than the theoretical value
(y = 0.7). In the j = 0 model, the ratio is initially large, and,

hence, the effective redshift index characterizing the synthetic
d./"/dz at high redshifts is only sightly larger than the theoreti-
cal value. However, the M/M,(z) in this model drops steeply
with decreasing redshift, causing the d.4"/dz curve to steepen.

In Figure 6, we also plot the theoretical curves for My/M, (z)
computed using equations (7) and (13):

My
My (2)
We note that the magnitude of My has been adjusted to take

into account the fact that the upper mass limit in our simula-
tions is a factor of 4 smaller than the value given by equation

= 1.61 x 1071 /7P(3.5%(1 + 2°2~% . (15)

log[Myu/My(z)]
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F1G. 6.—The evolution of ratio My/M, (z) with time (decreasing redshift).
The open and the filled circles correspond to simulation results for j = 0 and
J = 4, respectively. The two lines trace the evolution of the ratio expected from
theoretical considerations. At redshifts z > 2.6, the theoretical curves agree
quite well with the simulation results. At lower redshifts, the loci of simulation
points tend to flatten somewhat.
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(7). Furthermore, in order to compute the theoretical value of
M, we use Nim = 101447 cm ™2, the threshold column density
for our synthetic W, > 0.3 A sample. The theoretical curves
and the simulation results are in good agreement at redshifts
z 2 2.6 but at lower redshifts, the simulation results suggest
that My/M,(z) is not decreasing as rapidly as suggested by
equation (15). According to this equation, there ought to be no
observable clouds in the j =0 model at redshifts z <23
[F(z) = 0]. The discrepancy between the simulation results and
the theoretical curve arises because the evolution of M(z), as
described in equation (13), is based on the assumption that the
clouds are always in pressure equilibrium with the ICM. This
is certainly true for small clouds, at least over the redshift range
of interest to us. At redshifts z < 2.6, however, M(z) corre-
sponds to the masses of large clouds, clouds which are tending
toward the free expansion phase and hence, not evolving as
rapidly.

It is possible that much of the incompatibility between the
observations and the pressure-confined Lya clouds model is
due to our assumption that the ICM pressure evolves adia-
batically. If the origin of the Lya clouds is in fragmenting shells
associated with cosmological explosions, then the evolution of
the ICM pressure experienced by clouds corresponds to
p = 3.6 (Ikeuchi & Ostriker 1986); the heating of the ICM by
shocks associated with gravitational collapse (Cen et al. 1990)
will also lead to a nonadiabatic evolutionary scenario where
p < 5. In spite of the discrepancy between the theoretical curve
for M/M,(z) and the simulation results at low redshifts, we
can use equation (15) to place limits on the allowed parameter
space for (p, j). For the synthetic results to be consistent with
the observations, we require that the dA4"/dNy, and dA/dz
distributions be more or less simple power laws over the red-
shift range 1.8 < z < 3.8 and that the associated redshift index
be y &~ 2. For the synthetic d.4"/dz curves associated with W, >
0.3 A, these requirements constrain M,/M,(z) to be greater
than 1000 and the combination of p and j be such that
0.5p — 0.7j ~ 1; in deriving these conditions, we have assumed
that the mass spectrum of the clouds is characterized by
6 = 1.9. Adopting z = 2.6 as our fiducial redshift—equation
(15) only traces the simulation results for z > 2.6—we find that
the above two conditions imply that p = 5.8.

5. CONCLUSIONS

In order to investigate the pressure-confined model for the
Lya clouds, we have studied their evolution using a hydrody-
namic code and have used the simulation results to construct
synthetic column density and redshift density distributions for
comparison with observed trends determined using a large,
high-resolution profile—fitted dataset. The clouds in our simu-
lations were assumed to be spherically symmetric and optically
thin. Further, we assumed that the pressure of the intercloud
medium evolves as P oc (1 + z)?, where p = 5, and considered
two different models for the evolution of the background ion-
izing flux: J, oc (1 + zy, j = 0 and 4. The following conclusions
can be drawn from the discussion in the preceding section:

1. In order to reproduce the observed column density
distribution over column densities log (Ny,) < 15.5, the
mass spectrum of spherical pressure-confined clouds is
dN oc M™2dM, 5 ~ 19.

2. As a result of the upper limit to the mass of the pressure-
confined clouds, the mass range for observable clouds is finite
and decreases with decreasing redshift. This results in a defi-
ciency of high column density systems, especially at low red-
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shifts, leading to a steepening of the redshift-integrated
d A |dNy; at large Ny ;. We also examined the column density
distribution in a restricted redshift range around z =~ 2.7 and
found the steepening to be more pronounced. We expect this
tendency to grow at lower redshifts. The observed distribution
shows no such trends. While inhomogeneities in the ICM pres-
sure can potentially rectify this problem, Webb & Barcons
(1991) have argued that such fluctuations in AP/P would also
produce detectable correlations in the data, which are not
observed.

3. As aresult of the fixed upper bound to the mass range for
observable clouds, the column density distributions at any spe-
cific redshift exhibit a sharp cutoff. At z ~ 2.7, no clouds are
seen beyond log (Ny,) = 17.8 for j = 0 and log (N, = 15.6 for
j = 4. The cutoff is in conflict with the observations.

4. We find that the distribution of velocity parameter for
our simulated clouds has a mean of 22 km s~ ! with very little
dispersion, while the corresponding distribution for the
observed clouds has a mean of 35 km s~ ! with a dispersion of
15 km s~ 1. As a result of this discrepancy, the total number of
simulated clouds in a sample selected using the rest frame
equivalent width as a detection criterion is much smaller than
the number of observed clouds, especially if the threshold is as
high as W, = 0.3 A. It is possible that the intrinsic velocity
parameter distribution of Ly« clouds is similar to our synthetic
one but the observed distribution arises due to distortions
caused by line blending effects.

5. The finite and varying—decreasing with time—mass
range for observable clouds also affects the redshift density
distribution of synthetic clouds. The synthetic redshift densities
of clouds tend to decrease much more rapidly than observed. A
sample subject to the W, > 0.3 A detection criterion is more
severely affected than that subject to a lower threshold limit. In
passing, we note that HST observations by Morris et al. (1991)
suggest that there are more clouds at very low redshift than
expected using power-law extrapolations from optically
observed redshifts; such a trend is very much the opposite of
that predicted by the pressure-confined model.

On the basis of our results, we find that the spherically sym-
metric pressure-confined clouds model is inconsistent with the
observations. It can be argued that other choices for the
parameters p and j may alleviate the disagreements between
the observations and the model. However, the crux of the
problem with the pressure-confined model is the extremely
limited mass range for observable clouds, a mass range that
rapidly decreases with time. In order to expand the mass range
and simultaneously satisfy the dynamical constraints as well as
the observations, we find that p must be greater than 5.8; it is
difficult to envision how a uniform ICM pressure can decrease
faster than adiabatic, especially over the epoch when gravita-
tional collapse is more likely to be heating the gas. To reiterate,
our findings suggest that spherical clouds are not suitable can-
didates for the observed Lya clouds; however, it is possible
that aspherical pressure-confined clouds may yield better
agreement with observations. In fact, Baron et al. (1989) have
implied that sheetlike pressure-confined clouds would allow
for observations of high column density systems at low red-
shifts. Furthermore, it is much more likely that clouds originat-
ing in fragmenting shells associated with shock waves evolve
aspherically, becoming increasing oblate with time (Thompson
1990).
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