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ABSTRACT 
The results of 23 km s'1 resolution echelle spectroscopy of the Lyman forest region of the z = 3.38 QSO 

0014 + 813 are described. Voigt profile fits to the Lyman series absorption lines yield H i column density and 
Doppler parameter distributions similar to those obtained in three previous studies of other objects. There is 
no evidence so far of significant changes of the behavior of these distributions with redshift, except for the 
number of systems per unit redshift which, for log V(H i) > 13.75 (cgs), is proportional to (1 + z)21±0 5. We 
find no evidence for a correlation between the Doppler parameter and column density and show that an 
apparent correlation is due entirely to selection effects of line detection and fitting. While the Lyman forest 
systems as a whole show no clustering, there appears to be a population of weak, narrow-lined systems which 
show clustering on scales of <1000 km s-1. It is not clear if these are unidentified heavy element lines or a 
genuine Lyman forest component. A simple test for voids along the sight line to 0014 + 813 proved negative. 
However, applying the same test to the spectrum of 0420 — 388 reveals a 24 Mpc region where the line 
number density is significantly below the mean. The depletion is unlikely to be due to a single nearby ioniza- 
tion source. 
Subject headings: integalactic medium — quasars: absorption lines — quasars: individual (0014 + 813) 

1. INTRODUCTION 

The profusion of absorption lines detected shortward of 
QSO Lya emission lines, the Lyman forest, has received enor- 
mous attention in recent years, and yet the true nature of these 
lines still remains unclear. Many valuable phenomenological 
details have emerged from the fairly large body of 
intermediate-resolution data in the literature, resulting in some 
fascinating and fundamental discoveries (see, e.g., Wolfe, 1991 
for a review). Nevertheless the spectral resolution of most of 
these data is too low to resolve individual absorption features, 
which hampers attempts to derive some of the important 
physical characteristics of the absorbing clouds. 

There are still few QSO spectral studies where the signal-to- 
noise ratio (S/N), resolution, and wavelength coverage are all 
sufficient to permit the use of profile-fitting techniques to esti- 
mate absorption-line parameters for a large sample of clouds. 
Early high-resolution data proved valuable in allowing esti- 
mates to be made of the physical properties of a few individual 

1 Observations upon which this paper is based were obtained with the 4 m 
Mayall Telescope at Kitt Peak National Observatory. 

1 Senior Visiting Fellow, Institute of Astronomy, 1990 July 1-1991 
August 1. 

3 Operated by the Association of Universities for Research in Astronomy 
(AURA) Inc. under a cooperative agreement with the National Science 
Foundation. 

absorption systems (Carswell et al. 1984; Chaffee et al. 1985), 
but limited wavelength coverage precluded the assembly of 
adequate statistical information for a large ensemble of clouds 
over a wide range of redshifts. Extensive wavelength coverage 
at high resolution of two high-redshift objects, 0420 — 388 
(Atwood, Baldwin, & Carswell 1985) and 2000 — 330 (Carswell 
et al. 1987) allowed considerable progress to be made, leading 
to Doppler parameter estimates of typically 30 km s-1 and 
power-law fits to the H i column density distribution. 
However, the resolution and S/N of these studies did not allow 
a study of the spread in Doppler widths in particular, since the 
error estimates were comparable to the spread in values. 

This background led us to attempt the higher S/N study 
described here, in order to reduce analysis problems associated 
with line blending and to derive better estimates of the column 
density and Doppler width distributions of Lyman forest 
clouds. The Doppler widths are of particular interest since they 
provide upper limits to the cloud temperatures (see Pettini et 
al. 1990 and Carswell et al. 1991 for recent discussions). In 
addition, we wish to examine their spatial distribution and 
number evolution with redshift. To this end, we have selected 
0014 + 813 for detailed study at high spectral resolution, a high 
redshift (zem = 3.38) QSO which is sufficiently bright (mv = 
16.5) that data may be collected in a reasonable amount of 
observing time. Studies to this object at low resolution 
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revealed that it has a rich Lya absorption spectrum (Kühr et al. 
1983; Sargent, Steidel, & Boksenberg 1989). The heavy element 
systems have been investigated at intermediate resolution 
(Sargent, Boksenberg, & Steidel 1988, hereafter SBS; Khare, 
York, & Green 1989) and small regions of the spectrum studied 
at high resolution (Chaffee et al. 1985,1986). 

2. OBSERVATIONS AND REDUCTIONS 

Echelle spectra of 0014 + 813 were obtained on the Kitt 
Peak National Observatory 4 m telescope using the Intensified 
CCD detector system on the nights of 1986 October 26-28. 
The total exposure time distributed over the three nights was 
17.8 hr. On the first night the transparency was good, the 
seeing about 1"3, and the on-source exposure time 7.2 hr. The 
two subsequent nights were affected by clouds, and the seeing 
ranged from 1"2 to 1"9. The spectral coverage was from 4060 
to 5345 Â, with an average full width at half-maximum 
(FWHM) resolution of 23 km s~ ^ 

2.1. Generation of the Summed Spectrum 
The data for each integration were liberally sprinkled with 

cosmic rays, and each of these was flagged and the region 
containing it given zero weight in the individual frames. Most 
were recognized by a combination of thresholding and com- 
parison with local means. Each frame was then checked and 
the weaker cosmic-ray events which had been missed removed 
interactively. Bad columns in the detector were also given zero 
weight in each frame. Bias subtraction and flat-field corrections 
were applied in the usual way. The sky-subtracted object 
spectra were extracted for each frame using a variant of the 
optimal technique described by Horne (1986), and an error 
estimate (based on Gaussian statistics using 23 data numbers 
per photon—see below) was retained. Comparison spectra 
were obtained immediately before and immediately after each 
object exposure and were extracted using the same spatial 
weights as for the object. Wavelength calibration was per- 
formed using the sum of these extracted comparison spectra 
after checking that no significant shifts had occurred during an 
integration. 

Since wavelength shifts from night to night were significant, 
the data were rebinned onto a linear wavelength scale prior to 
forming the final summed spectrum for each echelle order. The 
bin size was chosen to be close to that of the original pixel size 
in the highest echelle order, and the sum for each order was 
obtained from the variance-weighted addition of individual 
extracted spectra. Flagged values under cosmic rays on the 
original frame were given zero weight in the sum. Comparison 
spectra were summed using the same weights at the object 
spectra, and the instrumental profile was determined from 
local comparison lines. The FWHM of the lines ranged from 
26.6 km s_1 at 4100 Â, through a minimum of 20.5 km s_1 in 
the range 4700-4900 Â, to 23.0 km s-1 at 5300 Â. The com- 
parison line profiles are adequately approximated as Gauss- 
ians of the appropriate widths. 

As a check on the statistical properties of the data, two 
partial sums of the spectra were formed, one using the first, 
third, fifth, etc. exposure on the object, and the other using 
even-numbered exposures. The difference spectrum of these 
two was then examined. It consisted of fluctuations about a 
mean level close to zero, as expected, with a standard deviation 
a factor of about 1.8 less than that expected from a normal 
approximation to photon statistics for 23 data numbers per 
photon. Since the data were recorded using an intensified CCD 

where signal from a photon event at the back of the intensifier 
stage is likely to fall on more than one CCD pixel, neighboring 
pixels will not be statistically independent. Also, the need to 
rebin the data to compensate for small wavelength shifts intro- 
duces some additional correlation between neighboring pixels 
in the reduced spectrum. As a result the fluctuations in the 
difference spectrum should indeed be smaller than those based 
on the assumption of statistically independent data in each 
wavelength bin. 

There is an independent way to estimate the factor by which 
the standard deviation in the smoothed data should differ from 
that of the same data recorded in statistically independent bins. 
A measure of the degree of smoothing was obtained by deter- 
mining the number of maxima in the data per bin in the differ- 
ence spectrum, and comparing this result with those obtained 
by Gaussian-filter smoothing uncorrelated artificial data by 
various amounts. The results were consistent with 23 data 
numbers per detected photon and a standard deviation scale 
factor of 1.8, so these were adopted for subsequent analysis. 

The procedure described above may seem unnecessarily 
detailed, but an understanding of the behavior of the errors is 
important for various parts of the analysis of the absorption 
line spectrum. 

Regions of the spectrum used to define the continuum were 
chosen by comparing deviations from trial continua against 
those expected from photon statistics; the significance of pos- 
sible absorption features was assessed by comparing the total 
deviation of a candidate line with that expected from the stan- 
dard deviation calculated over the line width; and values of x2 

for profile fits to the lines were used to assess the goodness of 
fit, and so the number of components required to satisfactorily 
fit each blend. For all of these the effects on the significance 
levels of the effective smoothing of the data were taken into 
account by use of the standard deviation scale factor where 
appropriate. 

The wavelength-dependent instrumental response was 
removed from each order using observations of the white 
dwarf L745-46A, whose data were extracted in the same way as 
those of the object. The flux scaling factor at each wavelength 
was found by interpolating among tabulated flux values. After 
this correction was applied, the individual orders were con- 
catenated, using variance-weighting in the overlapping wave- 
length regions, to yield the spectrum shown in Figure 1. The 
S/N varies along the spectrum and is significantly poorer at the 
ends of the wavelength range than in the middle. Its values per 
0.11 Â channel in the continuum are ~4.3 at 4100 Â, ~ 16.5 at 
4700 Â, and 5.5 at 5300 Â. The 1 o wavelength precision of the 
final summed spectrum is 35 mÂ. 

As expected, the strong absorption lines in the object spec- 
trum have central intensities indistinguishable from zero over 
most of the wavelength range. One strong blend at 5253 Â has 
a central intensity ~3 a below zero, but the spectral region 
above 5200 Â containing this line was in a very noisy part of 
the detector, and it is quite likely that not all of the numerous 
noise events in that region were removed properly. 

The continuum was fitted using the method described by 
Carswell et al. (1991), and the absorption lines were measured 
against this continuum using the procedure described by 
Young et al. (1979). 

2.2. Determination of Absorption-Line Parameters 
To determine redshifts (z), Doppler widths (b = 21/2<j), and 

the column densities (N) for ions with observed lines, Voigt 
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Fig. la 

Fig. le 

Fig. le 

vacuum (Â) 
Fig. lb 

4340 4360 4380 4400 4420 4440 
vacuum (Â) 
Fig. Id 

4540 4560 4580 4600 4620 4640 
vacuum (Â) 

Fig. If 
Fig. 1.—The spectrum of 0014 + 813 normalized to unit continuum. The tick marks show the position of the numbered components given in Table 1. There are a 

number of noise spikes in the spectrum (notably at ~4095,4151,4209, and 4523 Â) due to detector defects. 
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vacuum (Â) 
Fig. lg 

vacuum (Â) 
Fig. lh 

4840 4860 4880 4900 4920 4940 
vacuum (Â) 
Fig. li 

vacuum (Â) 
Fig. Ij 

5040 5060 5080 5100 5120 5140 
vacuum (Â) 
Fig. Ik 

5140 5160 5180 5200 5220 5240 
vacuum (Â) 

Fig. 1/ 
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 1 1 1 i i i i  , i  5240 5260 5280 5300 5320 5340 
vacuum (Â) 

Fig. 1m 

profiles convolved with a Gaussian of the appropriate instru- 
mental width were fitted to the lines using the technique 
described by Carswell et al. (1987). 

The number of components fitted to each blend was deter- 
mined by a procedure (Carswell et al. 1991) in which the 
reduced x2 value ( = %2 divided by the number of degrees of 
freedom, v) for the best fit is calculated as a function of the 
number of line components used. For a 7.15 Â (65 channel) 
window near 5073 Â, Figure 2 illustrates the typical behavior 
of x2/v with v as the number of components (each of which 
expends 3 degrees of freedom—b, N, and z) is increased. It can 
be seen that the reduced x2 is a steep function of the number of 
components used in the fit. The final number of components 
used to fit each blend was the minimum number required to 
achieve a probability of >0.01 that the observed x2 arose by 
chance. 

It should be pointed out that the reduced x2 is not a sensitive 
indicator of overfitting. In the example shown in Figure 2, the 
curve descends steeply until three components have been 
included (leaving 56 degrees of freedom out of the original 65). 
After a shallow minimum, the x2/v recovers slowly; at lower v, 
the 1/v dependence is felt and x2 itself decreases only slowly 
with the addition of further components. 

However, as too many components are introduced (the tran- 
sition from the steep to the flat part of Fig. 2), the parameter 
error estimates grow rapidly, so absorption features which 
have been overfitted are generally identifiable. As a final check, 
all fitted profiles were examined by eye during the analysis to 
verify that they appeared consistent with the data. Table 1 
gives the results of this procedure for all identified absorption 
lines. Lines for which equivalent widths are not given are 
members of unresolved blends, and the equivalent width of the 
entire blend is quoted for the first line in the group. Figure 3 
shows some sample fits to the data. 

All fitted lines were assumed to be Lya except for higher 
order Lyman lines or confirmed heavy element lines. Because 
of possible confusion by high-order Lyman lines, only Lyman 
forest systems with redshifts z > 2.695 (in which Lya absorp- 
tion is longward of the QSO Ly/? emission) were analyzed. 
When higher order Lyman lines of a given system were suffi- 
ciently unblended, they were fitted simultaneously with the 
Lya lines to provide additional constraints on b, iV(H i), and z. 
However, the decision of whether or not to include Lyß or 
Lyy was somewhat subjective and depended on the degree of 
blending. 

3. HEAVY-ELEMENT SYSTEMS 

Since the spectral coverage did not include any region 
outside the Lyman forest, there is little new information on 
heavy-element systems. However, because the resolution used 
here is higher than in previous studies of this object (cf. Chaffee 

degrees of freedom 
Fig. 2.—Reduced x2 vs. number of degrees of freedom v. The region fitted is shown in the inset with the best fit by three components Each dot in the main 

diagram corresponds to a fit with (65-v)/3 components. 
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Fig. 3.—Examples of fitted profiles to the Lya lines. The dotted curves show profiles with the same H i column density and redshift as the best-fit values, but with 
Doppler parameters 1 a from the best-fit value. Table 1 gives the parameters for each component. 

et al. 1985), it is of value to seek velocity structure in the known 
systems, as well as to identify any new systems so as to mini- 
mize the contamination of the Lyman forest sample by mis- 
identified heavy-element lines. 

The procedure used to identify heavy-element systems is 
similar to that described by Bahcall (1968), which in essence 
seeks significant excesses of identifications at all possible red- 
shifts within some wavelength tolerance. We use the line list 
provided by Morton, York, & Jenkins (1988), or subsets con- 
taining only the most frequently seen lines. In the present case, 
a line is listed as a possible member of a heavy-element system 
if its measured wavelength is within ±100 mÂ of the predicted 
position of a metal line at the appropriate redshift. Apart from 
a requirement that Lya be present if it would fall in the 
observed wavelength range, and that multiple transitions from 
a single ion have equivalent widths consistent (within the 
errors) with their oscillator strengths, no further constraints 
were imposed during the automatic search. The lines of heavy- 
element systems identified in this way are listed in Table 2. 

3.1. Thez = 1.11 System 
This system was also found by SBS in their C iv survey and 

exhibits a series of strong Fe n lines 222260, 2344, 2382. A 
satisfactory fit seems to require four to five components, but 
the number is quite uncertain since the lines are very strong 
and broad. The more reliable components in the edges of the 
profile yield a h-value in the range 15-18 km s_ 1. There is also 
a redshift coincidence with Zn n 222026, 2062 lines at 
z= 1.1123. 

If the Zn ii identification is correct, then we can estimate the 
Fe ii and Zn n column densities in the z = 1.1123 component 
by simultaneously fitting Voigt profiles to the Fe n 222260, 
2344, 2367, 2374, and 2383 and Zn n 222026 and 2062 lines, 
requiring that the Fe n redshift and h-value match those for Zn 
ii. This condition has little effect on the values obtained but 
does reduce the resulting error. For this component, we find 
z = 1.11229 + 0.00002 and h = 12 ± 5 km s-1, log N(Fq ii) = 
14.62 ± 0.24 and log AT(Zn ii) = 12.83 ± 0.11. Since both zinc 
and iron are likely to be mostly singly ionized, the Zn n/Fe n 
value of log N(Zn ii)/V(Fe n) = —1.8 ± 0.3 can be compared 
directly with the solar Zn/Fe value of —2.9. This implies an 
iron depletion of about a factor of 10 in the z = 1.11 cloud. In 

the Galactic interstellar medium, iron is depleted by of order a 
factor of 100 because of its adherence to grain surface, whereas 
zinc, which is not refractory, retains its solar value (e.g., de 
Boer, Jura, & Shull 1987). It is thus possible that some deple- 
tion of iron onto dust grains has occurred in the z = 1.11 
cloud, though it is less than in the Galaxy. 

3.2. The Z = 2.401 System 
This system has a number of lines at z = 2.401 including Lya 

(z = 2.4011, h = 34 km s-1, log N = 14.91). The most reliable 
parameters come from the strong C iv doublet (z = 2.4010, 
h = 11 km s"1, log N = 13.97) and Si iv 1393 (z = 2.4010, 
6=13 km s_1, log AT = 12.86). A possible C n 1334 at 
z = 2.40095 seems to be very narrow and has rather uncertain 
parameters. 

3.3. Thez = 2.4933 System 
SBS identify a system at z = 2.4933, whose Si iv lines should 

lie in our wavelength range. They erroneously identify 
24899.54 as Si iv 1393 rather than as Si iv 1402 which would be 
consistent with their redshift value of 2.4928. However there is 
no corresponding Si iv 1393 visible and so the reality of the 
21402 identification is doubtful. 

3.4. The z = 2.7997,2.8012 System 
This system exhibits strong Lya absorption which is well 

fitted by z = 2.79958, 6 = 89 km s- ^ log N = 16.40. The com- 
ponent structure of Si iv 1393, 1402 (z = 2.79989 and 2.80124, 
6 = 13 and 21 km s-1, log N = 13.48 and 13.42) suggests that 
Lya must be double, but a two-component fit to the featureless 
Lya line provides no additional constraints. For the z = 2.80 
two-component there is also a convincing Si ii identification 
(z = 2.80128, 6 = 19 km s"1, log N = 13.05). Two Si m 1206 
components (z = 2.1991 and 2.80118) may be real but are 
blended with further unidentified lines. SBS have also detected 
C iv 1548, 1550 in this redshift system longward of the QSO 
Lya emission line. 

3.5. The z = 3.227 System 
This redshift is derived from fits to Lya, Ly/1, and Lyy. We 

find no heavy-element lines in our spectrum, but on the basis 
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TABLE 2 
Heavy Element Absorption Systems 

(A) ID log N 

2 = 1.11 

241 
309 
338 
351 
243 
310 
352 
339 

58 
79 

340 
245 
311 
353 
246 
312 
341 
354 
247 
313 
342 
355 

4774.58 
4950.86 
5014.73 
5032.72 
4775.34 
4951.64 
5033.07 
5015.53 
4279.78 
4356.94 
5016.48 
4776.25 
4952.58 
5034.02 
4777.27 
4953.64 
5017.45 
5035.10 
4777.28 
4953.65 
5017.56 
5035.11 

Fell 2260 
Fell 2344 
Fell 2374 
Fell 2382 
Fell 2260 
Fell 2344 
Fell 2382 
Fell 2374 
Znll 2026 
Znll 2062 
Fell 2374 
Fell 2260 
Fell 2344 
Fell 2382 
Fell 2260 
Fell 2344 
Fell 2374 
Fell 2382 
Fell 2260 
Fell 2344 
Fell 2374 
Fell 2382 

1.11195 

1.11228 

1.11229 

1.11268 

1.11314 

1.11314 

0.00004 16 

0.00004 18 

0.00002 4 

0.00092 46 

0.00111 44 

0.00004 15 

12 

14.59 

14.75 

13.24 

14.12 

14.07 

14.49 

0.18 

0.24 

0.57 

0.20 

z = 2.40 

23a 
23b 
223 
137 
446 
447 
224 

4132.77 
4134.66 
4738.04 
4538.12 
5265.58 
5274.13 
4740.18 

MLya 
MLya 
SilV 1393 
CII 1334 
CIV 1548 
CIV 1550 
SilV 1393 

2.39958 
2.40114 
2.39952 
2.40095 
2.40099 

2.40100 

0.00006 
0.00004 
0.00002 
0.00003 
0.00002 

0.00002 

64 
34 
32 
3 
11 

13 

10 
8 
2 
* 

14.25 
14.91 
13.48 
13.71 
13.97 

12.86 

0.49 
0.05 
0.02 

* 
0.12 

0.05 
z = 2.80 

170 
155 
450 
156 
451 
255 
315 

4619.04 
4584.33 
5296.08 
4586.25 
5297.74 
4791.24 
4958.33 

MLya 
Silll 1206 
SilV 1393 
Silll 1206 
SilV 1393 
Sill 1260 
Sill 1304 

2.79958 
2.79968 
2.79989 
2.80118 
2.80124 
2.80128 

0.00002 
0.00005 
0.00002 
0.00005 
0.00004 
0.00003 

89 
44 
13 
46 
21 
19 

16.40 
13.65 
13.48 
13.72 
13.42 
13.05 

0.20 
0.06 
0.07 
0.06 
0.06 
0.05 

; = 3.23 

394 
395 

5138.16 
5139.15 

MLya 
MLya 

3.22661 
3.22742 

0.00026 39 
0.00019 27 

15.13 0.35 
15.49 0.26 

Notes.—Lines denoted as MLya belong to systems with metal absorption lines. In some cases, severe line 
blending results in highly uncertain parameter estimates. These cases are marked by an asterisk (*) in place of the 
parameter error estimates. Additional Lya components in some of the fitting regions are included in Table 1. 

of SBS’s detection of C iv at this redshift, the system was 
omitted from our Lyman forest sample. 

4. PROPERTIES OF LYMAN FOREST ABSORPTION SYSTEMS 

4.1. Number-Density Evolution 
Ultimately, we are interested in the evolution of the physical 

characteristics of the clouds themselves—e.g., the number of 
clouds of a given size, aspect ratio, ionization fraction, mass, 
density, and temperature as a function of redshift. Since the 
equivalent width is one of the more easily measured character- 
istics of any line, many existing analyses have used equivalent 

width-limited samples to examine evolutionary characteristics 
in the forest. Unfortunately, at low resolution it is difficult to 
separate the contributions of column density and Doppler 
parameter to the measured equivalent width. 

However, with the ever-increasing quality of available 
Lyman forest data, it is becoming possible to examine column 
density-limited samples, since the resolution of line profiles 
allows us to remove the Doppler parameter, column density 
degeneracy through line-fitting techniques such as we have 
employed here. Such analysis permits us to estimate the 
number of clouds associated with each measured line, and to 
infer the value of the Doppler parameter which provides an 
upper limit to the cloud temperature. 
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TABLE 3 
Redshift Windows for Line Counts 

QSO Redshift Range 

0014 + 813  2.695-3.273 
0420-388  2.470-3.070 
1100 - 264  1.840-2.104 
2000-330  3.057-3.160 

3.210-3.420 
3.460-3.540 
3.570-3.645 

We examine the redshift dependence of the number of 
Lyman forest clouds by combining the 0014 + 813 data pre- 
sented here with those published for 0420—388 (Atwood et al. 
1985), PKS 2000-330 (Carswell et al. 1987) and 1100 + 264 
(Carswell et al. 1991). In order to avoid any proximity effects, 
we restrict our attention only to clouds whose redshift places 
them sufficiently far from the QSO that its radiation does not 
dominate their environment (except for 0420—338, where a 
Lyman limit system at z = 3.08 removes the ionizing flux from 
the QSO as seen by systems at lower redshifts). So that we may 
compare our results directly to those of Lu, Wolfe, & Turnshek 
(1991), we adopt this distance to be 8 Mpc. The redshift ranges 
covered by the data for each QSO are summarized in Table 3. 

The number-redshift relation is conventionally param- 
eterized as a power law of the form dN/dz oc (1 + z)y, and it is 
instructive to investigate the sensitivity of y to various condi- 
tions placed on the same input data. Table 4 summarizes the 
values of y derived using three different line selection criteria. 
Cases A and B set line selection thresholds based on the 
inferred cloud column density rather than the measured line 
equivalent width. The column density threshold in case A was 
chosen so as to select as large a complete sample as possible; 
that in case B was chosen so that the rest equivalent width at 
b = 33 km s-1 is 360 mÂ, the equivalent width threshold 
adopted by Lu et al. (1991). Although the evidence for positive 
evolution in the number of clouds with redshift is clear, there is 
no evidence in our data for any difference in evolution between 
high- and low-column density clouds. 

In case C we restrict our sample to those lines, whether 
single or blended, whose integrated rest equivalent width 
exceeds 360 mÂ. The number-density evolution of this sample 
can then be compared directly to that inferred by Lu et al. 
(1991), who adopted the same limit for a complication of 952 
lines from 38 QSOs. Even though the resolution of our data is 
considerably higher than that of Lu et al., Parnell & Carswell 
(1988) have shown y to be relatively insensitive to resolution, so 
that this comparison may be a valid one. 

We infer y = 1.68 ± 0.80 from our equivalent width-limited 
sample while Lu et al. infer y = 2.75 + 0.29 from theirs. 
Although the difference between these values is within the 1 a 
error bars of the separate determinations, it is interesting to 

TABLE 4 
Power-Law Exponents for Three Line Selection Criteria 

Case Selection Criterion Number of Lines y 

A  log iV > 13.75 301 2.08 ± 0.53 
B  log N > 14.27 120 1.59 ± 0.82 
C  jrrest> 360mÂ 127 1.68 + 0.80 

note that Lu et al. present evidence for a break in the power 
law at z = 2.32 and fit a double power law with y = 2.28 above 
and 4.21 below that redshift. Our sample contains only five 
lines with WTest > 360 mÂ below this redshift, so we find good 
agreement between Lu et al.’s high redshift result and ours but 
are unable to comment on the presence of a steepening of the 
power law at lower redshifts. However, we note that such an 
effect is likely to be in conflict with the result of Morris et al. 
(1991) who find a significant excess of lines near zero redshift 
compared to the number predicted by extrapolating from high 
redshift; a steeper power law will lead to an even smaller pre- 
dicted number of clouds. 

4.2. The Column Density and Doppler- Width Distributions 
In order to study the column density distribution of the 

Lyman forest clouds toward 0014 + 813, proper account must 
be taken of the selection effects which arise in identifying lines 
in the observational data. Line-finding routines tend to impose 
a noise-dependent cut off at low equivalent widths, such that in 
regions of lower S/N the weaker lines will be missing. To 
examine the N(H i) distribution, we have selected only those 
lines above the 4 <j level with respect to the continuum in 
order to minimize the number of spurious features. Under 
this restriction, a line with h < 80 km s_1 is detectable for 
log AT(H i) > 13.3. Since there are few lines with larger inferred 
h-values (five of 295), this H i column density provides a rea- 
sonable completeness limit. 

The “proximity effect-free” sample for which log N > 13.3 
contains 166 lines in a redshift interval 2.695 < z < 3.273 at a 
mean redshift of 2.996. The distribution of the number of 
systems per unit redshift versus column density is well rep- 
resented by a power law, djV'/dN oc N~ß, ß = 1.74 + 0.06 (Fig. 
4). A K-S test gives the probability for a power-law representa- 
tion as 0.51. The mean h-value for the sample is 36 km s -1 with 
a first moment about the mean of 16 km s -1 ; the median value 
is 33 km s-1. 

The full log AT > 13.3 sample (ignoring proximity effects) 
contains 189 lines in the redshift interval 2.695 < z < 3.376 at a 
mean redshift of z = 3.03. The inferred value of ß is 1.72 + 0.05, 
and the mean, median, and first moment of b are unchanged 
from the proximity effect-free sample. Because the two samples 
are indistinguishable, we use the full sample in what follows. 

Fig. 4.—The H i column density distribution of the complete sample 
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log N(HI) 
Fig. 5.—Doppler parameter b vs. log N (H i) for the full line sample 

log N(Hl) 
Fig. 6.—The b vs. log N for the fitted results for a simulated line sample. 

(Input parameters were confined to those within the rectangular box.) 

4.3. Doppler-Width, Column Density Relationships 
For the sample described in the previous section, a corre- 

lation coefficient of 0.101 is found between b and log AT(H i) 
which has a probability of 0.19 of occurring by chance for 
uncorrelated distributions in the variables. There is thus no 
evidence for any significant h-log N correlation for the log 
IV ;> 13.3 subsample. 

However, when we consider all 295 lines we have identified 
as Lya arising in Lyman forest systems, Figure 5 illustrates that 
those with log N > 13.75 appear to have fewer lines with 
b <20 km s-1 (six of 98) than do those with log N < 13.75 (41 
of 198). Furthermore, there is a positive correlation between b 
and log N for column densities below ~ 13.75 dex which 
is absent for higher column densities. To investigate this 
effect further, we split the sample into two subsamples: (a) the 
197 lines with log AT(H i) < 13.75, and (b) the 98 with log 
AT(H i) > 13.75. A h-log N correlation coefficient of 0.014 and a 
random probability of 89% is obtained for the higher column 
density subsample, suggesting that, like the complete sample, it 
exhibits no significant h-log N correlation. However, the lower 
column density subsample has a correlation coefficient of 0.35, 
with chance probability for uncorrelated data < 10-6. 

In fact, as we now show, these apparent correlations of 
Doppler parameter and column density can be accounted for 
entirely by biases in the line-finding and fitting procedures 
applied to a given line sample. To demonstrate this, we have 
chosen to simulate a spectrum containing Lya lines with a 
simple, known distribution of Doppler parameters and column 
densities and to search for and fit lines in the usual manner. 
The spectrum was generated from a sample of lines, which, for 
simplicity, occupy a horizontal bar in h-log N parameter 
space, being confined to the intervals 20 < 6 < 60 km s-1, 
12.5 < log N < 15.7. The lines were distributed randomly in 
redshift and Doppler parameter with the same number density 
as the real 0014 + 813 spectrum (although covering a slightly 
reduced redshift range so that the total number of lines 
observed is smaller than in 0014 + 813). The column density 
distribution obeyed the empirically determined ocAT"!1,74 

power law. The simulated spectrum was convolved with the 
(Gaussian) instrumental profile, and noise was introduced to 
mimic the resolution and S/N of the observed spectrum. 

Qualitatively, Figure 6, which presents the h-log A(H i) plot 
resulting from Voigt profile fits to the spectrum that arises 

from this rather featureless sample, reproduces the basic fea- 
tures of the real data surprisingly well : 

1. A number of “runaways” with high Doppler parameters 
arise from unresolved blends. 

2. Another group of lines appears beyond the low h-low 
log N corner of the box-shaped input sample, implying that 
some fits result in unrealistically narrow weak lines. These 
lines undoubtedly arise from S/N effects. 

3. There is a triangular zone, bordered by log N = 12.5, 
b = 60 km s-1 and the diagonal line joining log N = 13.2, 
b = 60 km s -1 and log N = 12.5, h = 20 km s“1, in which lines 
have almost completely disappeared, despite their having been 
a high line number density in the input sample to this region. 
This zone of avoidance results because the line detection 
threshold is set by the S/N over the entire line profile, which at 
any given equivalent width is lower for broader, shallower 
lines, and thus these will be preferentially rejected. 

4. The region with log N > 13.5 and b <25 km s”1 appears 
to have been systematically depopulated as well. This seems 
likely to arise from the fact that lines produced by clouds with 
these column densities have a better determined b because of 
their position on the curve of growth. This results in a reduced 
vertical scatter in Figure 6 compared to lower column den- 
sities, with most points (apart from the “ runaways ”) confined 
to the initial condition box. The depopulation of lower b 
systems within the box then arises from an apparent systematic 
broadening of lines due to blending. Low-h lines may be more 
sensitive to blending than lines which have a truly higher b 
since in cases where a narrow log N < 13.5 line is blended with 
a broader log N > 13.5 one, x2 (and hence the parameter error 
estimate) is dominated by the broad component. 

These selection effects combine to imprint a highly signifi- 
cant correlation of 0.39, similar to that observed in the real 
data, on the uncorrelated parent line population, and suggest 
that the observed correlation seen in Figure 5 results entirely 
from these effects. (We note that in spite of these changes, the 
mean Doppler parameter of the sample is not significantly 
modified—we obtained b = 39.6 km s-1 for the simulated 
sample compared to an unblended mean of 40.) 

While the above analysis was undertaken for a resolution of 
~23 km s_1 to understand selection effects in the 0014 + 813 
data, similar work at resolution ~ 8 km s ~1 by Webb & Cars- 
well (1991) yields the same general results. 
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On the basis of the results from the simulation, we suggest 
there is no evidence for a difference in the Doppler parameters 
for high- and low-column density clouds. If there is a true 
intrinsic difference, it will be difficult to separate from the sys- 
tematic biases described above. 

4.4. Does the Doppler Parameter Measure Thermal Motions? 
The controversy aroused by the low Doppler parameters 

(<10 km s“1) reported by Pettini et al. (1990) and the equa- 
nimity with which we present Doppler parameters estimates in 
excess of 60 km s-1, point to the important astrophysical issue 
behind such measurements. So long as Doppler parameters 
were found to be of the order of 20 km s~ \ their interpretation 
as thermal motions in clouds seemed consistent with models of 
galaxy-sized, mostly ionized clouds heated by the integrated 
intergalactic UV radiation field. However, neither the low 
h-values proposed by Pettini et al. nor those much in excess of 
20 km s “1 are consistent with this “ standard ” model for the 
hydrogen-only clouds, although in the former case, Duncan, 
Vishniac, Ostriker (1991) have shown that inclusion of adia- 
batic cooling as the confining pressure drops may substantially 
lower the cloud temperature. 

While our resolution is not as high as those obtained in a 
spectrum of 1100 — 264 by Carswell et al. (1991), and Pettini et 
al. (1990) in their spectrum of 2206 — 199, the equivalent width 
detection limits are similar. Thus we are able to make a com- 
parison between the relative frequencies of narrow lines in each 
of the objects, provided only that the threshold dividing the 
low- and high-Doppler parameter subsamples is well above 
that corresponding to the poorest spectral resolution. It is thus 
difficult to comment on the number of very narrow systems 
toward 0014 + 813 (e.g., with Doppler parameters ~10 km 
s“1) because our spectral resolution is too poor to measure 
these reliably. However, choosing a threshold of 20 km s-1, 
about 12% of the putative Lya systems in our sample have 
Doppler parameters less than this value. This value is in good 
agreement with the sight line toward 1100 — 264 (Carswell et 
al.) where about 18% of the lines which are not identified with 
heavy elements may have Doppler parameters less than 20 km 
s- L The comparison with Pettini et al. is more difficult because 
the lines they chose to fit were those which were both unsatu- 
rated and unblended so there will be some additional biases in 
their sample (see § 4.3 and Webb & Carswell 1991). If we ignore 
this problem, their profile fits yield 63% for the narrow-line 
fraction. 

It is possible to reconcile high measured h-values with the 
standard model by proposing that any observed line whose 
inferred h-value substantially exceeds 20 km s-1 results from 
an unresolved blend in the data. In order to investigate the 
consequences of such an interpretation, we have adopted 
b = 20 km s_1 for all components, thus leaving only column 
density and redshift as free parameters, and have reapplied our 
fitting procedure to all Lya lines in Table 1. 

A satisfactory fit can always be obtained by inserting enough 
sufficiently narrow components into a given observed feature. 
However, if the fit is to be optimized by minimizing its reduced 
X2, fixing the Doppler parameter at a preconceived value that 
is lower than the “true,” a priori unknown, value may force 
overfitting of the line to compensate for the incorrect assumed 
Doppler parameter. In other words, it is difficult to determine 
whether a bad x2 indicates too few fit components or merely 
reflects an unsuitable line width of one or more of them. 

In order to proceed in a consistent manner, we adopted the 
procedure of inserting additional components until the prob- 
ability for the achieved reduced x2 exceeded 1%. This pro- 
cedure results in an average reduced x2 = L24 + 0.05, well 
above that usually obtained for fits with free Doppler param- 
eters at the same probability threshold. To achieve even this 
result 54% more components were needed to fit the ensemble 
of lines. 

The availability of Lyß for a subset of the Lya lines should 
provide a further constraint on the fitting parameters. Such 
Lya + Lyß fits invariably required about twice as many com- 
ponents as did the corresponding Lya fit alone. This occurs 
because Lya lines are more saturated than the corresponding 
Lyß lines, and what may appear to be a satisfactory fit by, for 
example, two suitably spaced components to a mildly saturat- 
ed Lya tends to be clearly inadequate for its corresponding 
Lyß. 

However, only a minority of systems exhibit unblended Lyß 
lines so that this additional constraint cannot be applied to the 
entire Lya line set. Its application to only part of the set would 
inevitably lead to a bias whereby Lya + Lyß systems would 
appear to have more components than Lya only systems. In 
order to avoid such a bias, Lyß was not used to constrain the 
Lya fits. 

The two-point correlation function (TPCF) of the resulting 
sample of 453 components with b = 20 km s_1 is shown in 
Figure 7 and clearly displays an increased amplitude on small 
scales (At; < 100 km s-1), because several narrow components 
are needed to reconstruct the observed line. There is an excur- 
sion of 4.3 o which peaks at about 45 km s-1, and the clus- 
tering appears to extend out somewhat further. It is clear that 
because of the effects mentioned above the actual number of 
components per blend is likely to be significantly higher, so 
that the clustering amplitude shown in Figure 7 must be seen 
as a strict lower limit if h = 20 km s “ L 

Thus, high inferred h-values can be reconciled with standard 
“ warm ” cloud models if they are really unresolved blends of 
b = 20 km s-1 lines, although such an assumption produces 
a strong TPCF hitherto associated with only the metal- 
containing systems, though at much smaller spacings. Alterna- 
tively, the Doppler parameter could reflect the existence of 
nonthermal bulk motions. In either case, very high resolution 
and S/N observations of such systems should show incipient 

0 100 200 300 400 500 
Velocity (km s ^ 

Fig. 7.—The two-point correlation function for 453 lines with fixed 
Doppler parameter b = 20 km s~l. The bins are 10 km s"1 wide. 
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4.5. Voids in the Lyman Forest 

There have been a number of attempts to search for voids in 
the Lyman forest, and conflicting conclusions have recently 
been put forth for their existence. In particular, Crotts (1987, 
1989) has presented evidence for possible voids in the forest 
toward Q0420 —388, while Carswell & Rees (1987) find no 
such evidence. Bechtold (1990) has shown that there are weak 
Lya lines in the possible void toward Q0420 —388, and 
Duncan, Ostriker, & Bajtlik (1989) have found little evidence 
for voids. Recently, however, Dobrzycki & Bechtold (1991) 
have found a void in the Lya line distribution toward 
Q0302—003. 

The extended wavelength coverage in 0014 + 813 invites a 
search for large-scale gaps or regions of low line density in the 
forest, and in order to do so we performed the following simple 
statistical test. The distribution of maximum intervals expected 
if Lyman forest clouds are randomly distributed along the line 
of sight [subject to an underlying trend of dn/dz oc (1 + z)2] 
was derived using a Monte Carlo simulation of a large number 
of spectra. The line number density and redshift range used 
was chosen to match that of 0014 + 813 over the redshift inter- 
val 2.6956 <z < 3.3362. The lower limit corresponds to the 
Lyß emission line and the upper limit to 3000 km s-1 below 
the Lya emission line, to avoid environmental effects in the 
QSO vicinity. In this region, we count 187 Lya absorption lines 
with log N greater than our adopted completeness level of 13.3 
(including those with associated heavy element absorption). 

We generated 10,000 line lists, the number of lines in each 
being selected at random from a Poisson distribution with a 
mean of 187. Line blending was ignored since the spectral 
resolution is high and is unlikely to introduce any significant 
systematic effects on large scales. In Figure 8 we plot the prob- 
ability distribution of maximum intervals containing 0, 1, 2, 
and 3 lines. The four arrows above the curves illustrate the 
observed values for 0014 + 813. In each case the observed 
maximum interval lies close to the mean of the simulated dis- 
tribution, and this simple test yields no obvious evidence for 

large scale voids or regions of low absorption line number 
density. 

Out of curiosity, we applied the simple method described 
above to the spectrum of 0420 — 388, in which Crotts (1987) has 
reported the existence of a statistically significant void, measur- 
ing as before the maximum intervals in the data containing 
0, 1, 2, and 3 lines. Once again, we restricted our analysis 
to the redshift range beginning at Ly/? emission and ending 
3000 km s-1 below Lya. For 0420 — 388, this corresponds to 
2.4762 < z < 3.0788. The data quality is somewhat lower than 
that for 0014 + 813, and only lines above a completeness level 
of log N = 13.75 were included (100 lines in the adopted red- 
shift window). Using probability distributions analogous to 
those for 0014 + 813 in Figure 8, we find that the probabilities 
of the 0, 1, 2, and 3 line maximum gaps arising by chance are 
9.3,6.3,15.9, and 0.81%. 

The 0 line maximum interval corresponds to Crotts’s gap 
(although since we adopt a detection threshold of log N = 
13.75 our gap extends over the slightly larger range 2.59775 < 
z < 2.55556). We conclude therefore that this feature is not 
statistically significant. However, the spectral region around 
this feature does appear to have a meager forest and a much 
more significant effect is seen if we allow the maximum interval 
to contain three lines. Thus while we disagree with Crotts’s 
specific claim, there is a significant line deficit over the range 
2.65259 < z < 2.55556, corresponding to a scale length of 
~8100 km s_1 or approximately 24 Mpc (adopting H0 = 50 
km s-1 Mpc-1 andg0 = I). 

If such an apparent void results not from a real dearth of 
matter, but from increased local ionization in its vicinity, such 
a source should be detectable. Indeed, the scale over which the 
line deficit extends is so large that it seems extremely unlikely 
that a single ionizing source could have escaped detection. To 
illustrate the point, we compute the number of lines in this 
interval expected on the basis of a g0 = | universe, a uniform 
background radiation of 1.0 x 10 “ 21 ergs s “1 Hz _ 1 cm "1, and 
an “un-ionized” initial mean number of clouds with column 
densities log N > 13.75 of 12.7 (derived using y = 1.987 and a 

Fig. 8.—The distribution of maximum redshift intervals. The four curves are derived from Monte Carlo runs of randomly distributed absorption lines and from 
right to left correspond to intervals containing 0,1,2, and 3 lines. The four arrows illustrate the observed values toward 0014 + 813. 
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line number density at z = 0 of 10.3—work to be presented 
elsewhere). If we assume the offending ionization source lies 
optimally on the line of sight, then in order to reduce the 
observed number of lines to 3, we require a source with a flux 
at its Lyman limit of/v » 2.7 x 10“26 ergs s-1 Hz-1 cm-2, 
which allowing for k-corrections (Evans & Hart 1977) and 
using the empirical expression given by Tyler (1987) translates 
to a fairly conspicuous mv = 14.8. 

On this basis it appears that the observed line deficit is either 
a statistical fluke or is the result of some other physical mecha- 
nism banishing Lya clouds from the region. QSO variability 
might offer at least a partial explanation so it would seem 
worthwhile to make a detailed search of the regions at z ~ 2.6 
close to the line of sight to 0420—388. Christiani & Shaver 
(1987) report the discovery of a very faint object, Q0420 — 388B 
(mv = 20.8), lying about 1.7 Mpc from the line of sight at 
z = 2.40, so this is unlikely to produce the low observed cloud 
number density. 

Another possibility is the presence of a nearby supercluster 
at z « 2.6, perhaps located in a region of high ambient pres- 
sure, unfavorable to the formation or survival of Lya clouds. 
Christiani & Shaver (1988) detect an absorption system at 
z = 2.403, presumably associated with 0420 —388B, in the 
spectrum of its higher redshift neighbor. As they point out, the 
redshift difference between the foreground QSO and the 
associated absorption suggest the presence of a cluster. It 
would be valuable to make a detailed, high S/N study of 
0420 — 388 longward of the Lya emission line to search for 
peculiarities in the number density of C(iv) doublets which 
might be associated with such a structure. 

4.6. Clustering in the Lyman Forest 
In order to search for possible clustering of Lyman forest 

clouds, we present in Figure 9 the TPCF for all 295 Lya lines. 
The dashed line marks the standard deviation expected from a 
Poissonian distribution of line-pair velocity separations, and 
the plot is normalized to a value of { = 0 for the range from 
1050 to 3050 km s-1. There is no convincing evidence for 
clustering on any scale. Chernomordik (1988) noted the double 
appearance of selected features toward 0014 + 813 and sug- 
gested a possible interpretation of some Lya clouds as shocked 
shells in the intergalactic medium. However, the absence of any 
clear signal on scales ~100 km s-1 suggests this is not a 
general feature. 

Although there is no evidence for general cloud clustering, 
one unusual aspect of the low-h clouds seems to survive selec- 

Fig. 9.—The two-point correlation function of the full sample 

0 —,—,—,—,—i—,—,—■—■—i—,—,—,—■—i—,—■—i—.—i—i—.—i—,—i—■—>—i—i— 
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Velocity (km s ’) 
Fig. 10.—The two-point correlation function of the narrow-line sample 

tion biases: an examination of the redshifts of such clouds 
suggests that they tend to occur in groups, mostly separated by 
less than 3 Â from their neighbors. To check whether this is a 
general characteristic of the whole sample or a special feature 
of the narrow lines, we compare the TPCF of the 48 line sub- 
sample having b <20 km s ~1 with the remaining 247 lines 
having b > 20 km s~1. 

In Figure 10 the TPCF of the narrow-line sample is plotted 
in 200 km s “1 bins over a range from 50 to 3050 km s “ L There 
is a 2.6 o excess on scales to about 250 km s-1 and some 
marginal evidence that there is clustering to scales of order 
1000 km s~ ^ This contrasts with the TPCF shown in Figure 9 
for all 295 systems measured where there is no evidence for 
clustering on any scale. 

It remains possible that the narrow-line population is dis- 
tributed uniformly, and evidence for clustering is introduced 
spuriously by the relative ease of detecting narrow lines in 
regions in which stronger broad lines are absent. To test 
whether this effect could cause artificial clustering on the scale 
in question, we replaced the lines with h < 20 km s -1 in the full 
observed sample by a population of 160 lines with the same 
values of b and N but randomly distributed in wavelength with 
number density 0.19 Â-1 over the whole spectrum. This 
number density was adopted in order to produce ^ 50 detect- 
able narrow lines. 

From the full list we then generated an artificial spectrum in 
which the lines were fitted automatically by Lya Voigt profiles. 
The TPCF for the resulting sample of the 60 detected lines with 
b <20 km s -1 is shown in Figure 11 and displays no evidence 
of significant clustering. The artificial spectrum differs from the 
real data in that we assumed constant instrumental resolution 
and S/N and a uniform number density of narrow lines with 
wavelength. Nonetheless, it seems likely that had the corre- 
lation seen in the real data (Fig. 10) been caused by a bias 
favoring the detection of weak lines in regions bereft of strong, 
broad lines, then that correlation should have appeared clearly 
in the artificial data (Fig. 11). 

Closer scrutiny reveals that the positive signal in the narrow- 
line TPCF is dominated by nine lines in the range 
2.808 < z < 2.835, five of which are within a 500 km s-1 

window. Since the clustered component is easily identifiable, 
and the velocity splittings are comparable to those typically 
found in heavy-element systems, we examine the Lya lines at 
z-2.8 in detail to see if they might be heavy element lines 
which we failed to identify. Most possibilities are excluded by 
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Fig. 11.—The two-point correlation function of a simulation with 60 

narrow lines. 

the absence of other lines, either from the same ion (e.g., Mg n, 
Fe n), or from other abundant ions (particularly Lya) at the 
same redshifts. 

However, we cannot rule out an identification with some 
solitary heavy element line such as A1 n 1670. If this were the 
correct identification, other metal lines at the same redshift 
that would fall within our observed wavelength range would be 
too weak to be detected. 

An alternative possibility is that the narrow lines clustered at 
z ~ 2.8 are Lya lines of low column density, heavy-element 
systems, where heavy-element cooling would reduce the 
thermal width of the lines produced in the clouds. Such an 
explanation seems rather ad hoc, for while there is some evi- 
dence that moderate-to-low column density systems may in 
fact contain metals (Lu 1991; Blades 1988), the metal abun- 
dance is probably too low to contribute significantly to the 
cooling. Evidently, 0014 + 813 invites further study at higher 
resolution and S/N. 

5. CONCLUSIONS 

We summarize our principal results as follows : 
1. The observations of 0014 + 813 reported here are solely of 

the Lyman forest region, so little new information has been 
obtained on heavy-element systems. One case is worthy of 
note: a heavy element system at z = 1.11 has a component in 
which it appears that the Zn/Fe ratio is significantly higher 
than the solar value. If the identification of the two Zn n lines is 
correct, this suggests that the iron is depleted, presumably onto 
dust grains. 

The picture we present for the bulk of the Lya lines is similar 
to that which has been found in earlier QSO studies at ^20 
km s"1 resolution where all the lines observed have been 
analyzed : 

2. Our data combined with those at similar resolution and 
S/N for three other QSOs suggest that the number of Lyman 
forest clouds per unit redshift is well represented by a power 
law in (1 + z) with an index of 2.1, though the value of the 
index is sensitive to the redshift range of the available line 
sample, and the particular set of criteria used to define the 
sample. 

3. The H i column density distribution for clouds with 
2.7 < z < 3.4 is well described by a power law with numbers 
per unit column density ocAT-1,74*0 06 for log iV(H i) > 13.3. 
This agrees well with determinations in other objects at other 
redshifts: jv_1/7±01 for log AT > 13 and 1.84 < z < 2.15 
toward Q1100-264, Carswell et al. (1991); at1-89*014 for 
log AT > 14.0 and 2.47 < z < 3.08 toward Q0420 —388, 
Atwood et al. (1985); N~1/76 for log AT > 13.75 and incomplete 
coverage in the range 3.3 < z < 3.8 toward PKS 2000 — 330, 
Carswell et al. (1987). Taken together, these results suggest that 
the column density distribution function maintains its shape 
over the redshift range 2 < z < 3.5 for log AT > 13.5. 

4. Doppler parameters have a range of values, with a 
median of about 35 km s-1. For those systems with log 
AT > 13.3, where few of the high h-value lines will be missed 
because of selection effects, the median value of h is 33 km s-1. 
This is similar to the values found toward Q1100 — 264 (34 km 
s“1 for log N > 13), Q0420 —388 (35 km s-1 for log 
N > 13.75), and PKS 2000-3300 (37 km s-1 log AT > 14). 

5. The fraction of low Doppler parameter (b < 20 km s-1) 
lines seen in 0014 + 813 is ~ 12%. This is comparable with the 
fraction found in 1100—264 (Carswell et al. 1991), but inconsis- 
tent with the 63% found from the analysis of 2206 — 199 by 
Pettini et al. (1990). The spectral resolution in the data 
described here is not high enough to investigate the existence 
or otherwise of very narrow h < 10 km s “1 Lya lines. 

6. There is no convincing evidence for a correlation between 
h-value and H i column density for the systems with log N > 
13.3. There is an apparent excess of weak narrow lines corre- 
sponding to lower H i column densities, but this excess is likely 
caused by a combination of our missing any broad weak lines 
and/or to increased errors at low equivalent widths. 

7. A search for voids, regions along the line of sight to 
0014 + 813 where the line number density is significantly lower 
than the mean, proved negative. However, the same technique 
applied to 0420 — 388 revealed a region of approximately 24 
Mpc where the line density differs from the expected value at a 
significant level of around 99%. This low-density zone is 
unlikely to be caused by a nearby ionizing source. 

8. The Lya lines as a whole show no clustering in the red- 
shift range 2.7 < z < 3.4, but if we consider only the narrow 
lines which have not been identified with heavy elements then 
there is significant clustering on scales of <250 km s-1 with 
some evidence that the effect extends out to ~1000 km s-1. 
The peak in the two-point correlation function which yields 
this result is due almost entirely to a group of nine lines identi- 
fied as Lya with z ~ 2.8. It is possible that these are unidenti- 
fied heavy element lines, but we have been unable to find any 
evidence to support such an identification. 
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