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ABSTRACT 
We present new photoionization models of optically thin, low-density intergalactic gas at constant pressure, 

photoionized by QSOs. To improve accuracy of ionization calculations, our code uses Opacity Project photo- 
ionization cross sections for the ground states of C, N, O, and Si and makes approximate corrections for the 
radiative recombination rates using detailed balance. We model all ion stages of H, He, C, N, O, Si, and Fe, 
plus H2 and predict the column density ratios of clouds at specified values of ionization parameter U = ny/nH 

and cloud metallicity. For gas photoionized by quasars, a two-phase (cloud-intercloud) medium cannot exist 
at T = (1-3) x 104 K, so that pressure confinement of the Lya clouds is problematic. 

We derive new metallicity limits for absorption systems at z = 3.321 (S5 0014 + 81) and at z = 2.9676 (PKS 
2126—158). In addition, we find a stable molecular phase in Lya clouds, with 1/« 10-7 to 10“5 and 
n(H2)/n(H i) ä 10_2, in which molecular cooling produces T < 104 K, as suggested by recent line width data. 
Photoelectron escape from low-column H i clouds can reduce the heating and explain the observed narrow 
line widths. If the ionizing radiation flux J0 = 4nl0& 10“21 ergs cm-2 s-1 Hz-1, as inferred for several 
absorption systems in QSO 2206—199N, these 104 K clouds require high densities (nH ä 0.1 cm-3) and have 
significant neutral fractions. The inferred cloud thicknesses are 105-9 times smaller than the lateral extents 
estimated by double-QSO observations. Such aspect ratios are difficult to understand, and the large pressures 
would make the sheet like clouds difficult to confine by means other than ram pressure. The value of U 
required to explain the H i line widths is also much smaller than that needed to explain the observed ratios 
N(C \v)/N(C ii) > 1 in sharp metal-line systems. 
Subject headings: atomic processes — intergalactic medium — molecular processes — quasars 

1. INTRODUCTION 

The absorption lines in QSO spectra due to intergalactic 
hydrogen clouds are one of the most sensitive indicators of the 
distribution of matter and ionizing radiation at high redshift. 
The increasing sensitivity and resolution of astronomical 
instruments may soon allow observers to measure the ionizing 
flux incident on the clouds and to estimate cloud properties 
such as metallicity, temperature, and density. Recent observa- 
tions (Pettini et al. 1990) of optically thin Lya absorption lines 
suggest that some clouds have lower temperatures (5000 - 
10,000 K) than previously supposed. If the clouds are indeed 
this cool, their inferred densities are much higher and their 
sizes and masses are much smaller than in the conventional 
view (see review by Sargent & Steidel 1990). 

Steidel & Sargent (1989) have used observations of metal- 
line systems to estimate the shape of the ionizing background 
at high redshift; others (Chaffee et al. 1985, 1986; Bechtold et 
al. 1987) have observed metal-line systems to constrain the 
metallicity in the clouds. The intergalactic cloud photoioniza- 
tion model presented here includes a sample of metals (C, N, O, 
Si, and Fe) and a range of metallicities in order to provide 
observers with diagnostic tools to investigate the physical 
characteristics and environment of these clouds. 
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Photoionization models rely on the atomic data provided by 
major efforts such as the Opacity Project (Seaton 1987; 
Pradhan 1988). For some ions, the new ground-state cross 
sections are larger than earlier values, especially at higher ener- 
gies. To apply these new cross sections semiconsistently, we 
have made an approximate correction to the radiative recom- 
bination rates, applying the Milne relation of detailed balance 
to the ground-state photoionization cross sections and scaling 
the excited states accordingly. A full calculation of the radi- 
ative recombination rates must await the dissemination of the 
excited-state cross sections; for many ions the recombination 
at T > 104 K is dominated by dielectronic recombination, 
whose rates are still uncertain. We also include ion charge 
exchange with H i and pay special attention to the effects of 
high-energy photons, such as Auger electrons and Compton 
heating. Our models predict an ionization level somewhat 
higher than that predicted by earlier models with similar spec- 
tral shapes and ionization parameters. However, until radi- 
ative and dielectronic recombination rate coefficients are 
computed to the same accuracy as the photoionization cross 
sections, all conclusions about the ionization remain uncertain. 

In § 2 we describe our model and its assumptions. In §§ 3 
and 4 we present the results of model runs and discuss the 
consequences of these results for cloud temperature, metal- 
licity, and geometry. Molecular cooling and photoelectron 
escape may help explain the low temperatures inferred by 
Pettini et al. (1990), although the required cloud pressures are 
high and the cloud aspect ratios are extremely large. In the 
Appendix we present a calculation of Fe photoionization equi- 
librium that extends the previous work of Weisheit (1974) on 
the modification by Auger transitions. In § 5 we summarize 
our conclusions and discuss some possibilities for future work. 

511 
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2. THE PHOTOIONIZATION MODEL 

2.1. Ionization Equilibrium 
In our model, we assume that the gas is tenuous and opti- 

cally thin in the Lyman continuum. Therefore collisional ion- 
ization is not important in determining the ionization structure 
of the gas, although we do include it self-consistently. We also 
ignore radiative transfer; previous photoionization models 
(e.g., Bergeron & Stasinka 1986) showed that optical depth 
in the Lyman continuum does not affect the results until 
AT(H i) > 1017-3 cm-2. Because we do not account for quen- 
ching of collisionally excited lines, our models are valid only 
for nH < 100 cm-3. We do allow a trace population of H2 
molecules to form via the H" catalytic process; the H2 cata- 
lytic process is somewhat less important. 

The model requires an input photoionizing spectrum, which 
we nominally model after the form for a typical QSO given by 
Mathews & Ferland (1987, hereafter MF). In this spectrum, the 
specific energy flux varies as v-a, where a steepens from 0.5 
(13.6-23.7 eV) to 1.0 (23.7-56.2 eV) to 3.0 (56.2-365 eV), and 
then flattens to v"°-7 between 365 eV and 105 eV. In order to 
compare our work with previous efforts, we also test a /v oc 
v-1 5 shape in the ionizing continuum. This is probably a fair 
approximation for the shape of the ionizing background since 
redshift effects do not appear to dominate (Bajtlik, Duncan, & 
Ostriker 1988). In practice, we do not find dramatic differences 
in our results due to differences in the assumed shape of the 
QSO input spectra. 

We need to clarify our definitions of radiation fluxes and 
specific intensity, since there has been occasional confusion 
about these terms. We define J0 as the specific flux at 13.6 eV in 
units of ergs cm-2 s_1 Hz-1. This is to be contrasted with 70, 
the specific intensity at 13.6 eV in units of ergs cm-2 s"1 Hz -1 

sr-1, where J0 = 4nl0 for isotropic radiation fields. To 
describe the thermal and ionization state of the gas, we adopt 
the dimensionless “ionization parameter,” U = nJnH, equal to 
the ratio of the density of ionizing photons to the total hydro- 
gen density. We can convert between U and the ratio J0/

nH f°r 

a given spectal shape through a multiplicative factor M such 
that U = M(J0/nH). For the spectra discussed here, M (in cgs 
units) is 5.19 x 1015 and 3.36 x 1015 for MF and v-15 spectra 
respectively. 

The valence-shell, ground-state photoionization cross sec- 
tions of all ions of C, N, and O, plus Si m and Si iv, were 
provided by the collaborative effort known as the Opacity 
Project, involving atomic physicists in Belfast, Boulder, 
Caracas, London, MUnich, Paris, and Urbana. Cross sections 
for Fe and for Si v and higher came from Reilman & Manson 
(1978); those for Si i and Si n came from Chapman & Henry 
(1972). The Opacity Project provides calculations of atomic 
energy levels, oscillator strengths, and photoionization cross 
sections for all atoms and ions of astrophysically abundant 
elements. A general description of this project and specific cal- 
culations and applications are given in a series of 11 papers in 
the Journal of Physics B (1987-1989) entitled Atomic Data for 
Opacity Calculations, denoted ADOC I-XI. The reader is 
referred particularly to ADOC I (Seaton 1987) for an overview; 
for specific photoionization cross sections see ADOC IV (Yu & 
Seaton 1987-C h); ADOC VII (Fernley, Taylor, & Seaton 
1987- He-like ions); ADOC IX (Peach, Saraph, & Seaton 
1988- Li-like ions); ADOC X (Luo et al. 1989-0 m); and 
ADOC XI (Luo & Pradhan 1989-other C-like ions). These 
new data are computed for a number of energies above thresh- 

old, with sufficient resolution to treat the numerous autoioni- 
zing resonances. 

For many ions, the ground-state photoionization cross sec- 
tions from the Opacity Project are higher than previous com- 
putations summarized by Osterbrock (1989), and they do not 
drop off as quickly with energy. Threshold cross sections for 
the carbon isosequence were substantially increased, by factors 
of 1.45, 1.17, and 1.23 for C i, N n, and O m, respectively. For 
other ions of C, N, and O, the changes at threshold were less 
than 10%. For the interstellar and intergalactic applications of 
our photoionization models, we may assume that all atoms 
and ions are in their ground states. Since most intergalactic 
clouds are optically thin in the H i Lyman continuum, they are 
also optically thin to photoionization of heavy elements, even 
with the increased cross sections in the autoionizing reson- 
ances. 

Because the Opacity Project computed cross sections to 
only about a factor of 4 above threshold, these data do not 
apply to X-ray ionization. In order to extrapolate the Opacity 
Project cross sections to higher energies, we used fits of the 
cross sections to the standard two power-law form, 

(j(E) = <70 a + (1 (1) 

where ET is the threshold energy. Since our input spectra are 
fairly steep, the high-energy portions of the spectra do not 
contribute substantially ( < 1%-10%) to photoelectric heating 
of the ions. However, the uncertainties in the cross sections at 
1-10 keV limit the precision of our code when applied to 
harder X-ray spectra. 

The rates of photoionization and photoelectric heating were 
derived from the computed cross sections and their extrapo- 
lations. It should be noted that because the input ionizing 
spectra are broad-band, whereas resonances in the ground- 
state photoionization cross sections are narrow, it is a good 
approximation to average across the narrow resonances. This 
is not true for the broad resonance structure that occurs in the 
PEC (photoexcitation of core) resonances of some excited 
states and for the ground states of several atoms and ions. For 
the low densities in the intergalactic or interstellar medium, 
photoionization occurs predominantly from the ground states, 
for which we use the accurate cross sections. 

For the X-ray photoionization of the K and L subshells of C, 
N, O, and Si we used fits reported in Daltabuit & Cox (1972). 
For iron we used Reilman & Manson (1978), digitizing their 
plots and fitting the results to the two power-law formula; the 
cross sections from 2s states of Fe were decreased by a factor of 
10, owing to an error in their Figure 2. We were not able to fit 
the ions of Fe i (4s, 3p, 3d subshells), Fe n (4s, 3p, 3d), Fe m (3p, 
3d), Fe iv (3p, 3d), Fe iv (3p, 3d), and Fe v (3d). For these ions 
we numerically integrated the photoionization rates and 
photoionization heating rates with a Runge-Kutta fourth-fifth 
order integration scheme. 

For Auger and fluorescent transitions following inner-shell 
ionization in C, N, O, and Si, we used the formalism for effec- 
tive ionization rates in Weisheit (1974) and Weisheit & Dal- 
garno (1972). For Fe, we extended the Weisheit formalism (see 
the Appendix) using the probabilities for Auger emission com- 
puted by Jacobs & Rozsnyai (1986). For heating by Auger 
electrons except for Fe, we use the tabulations of Shull (1979) 
and Shull & Van Steenberg (1985). The iron K-shell fluorescent 
yields range from 31% (Fe i) to 49% (Fe xxn), while Fe xxm 
(11%—see Chen et al. 1981) and Fe xxiv (75% into Ka photon 
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and 25% into a two-photon transition) are special cases. These 
radiative transitions are included in our treatment of the Auger 
cascade (Jacobs & Rozsnyai 1986). The Fe Auger heating is 
approximated by calculating the average amount of energy 
given to the Auger electrons for every primary photoioniza- 
tion. Because the plasma is usually highly ionized, most of the 
heat is carried in the Auger electrons expelled from the L-shell 
by K-shell photoionization. These K-shell ionizations there- 
fore dominate the high-temperature Auger heating by iron. 
However, the heating of intergalactic clouds at T æ 104-105 K 
is dominated by H i, He i, He n, and ions of carbon and 
oxygen. 

The recombination coefficients (radiative plus dielectronic) 
we obtain from Woods, Shull, & Sarazin (1981), Shull & Van 
Steenberg (1983), and Arnaud & Rothenflug (1985), with cor- 
rections for the new photoionization data using the Milne rela- 
tion of detailed balance (Osterbrock 1989). Since we we do not 
yet have access to photoionization cross sections from all 
excited states, we corrected the radiative recombination rate 
coefficients by assuming that the changes in the ground state 
cross section were characteristic of the excited states. The 
changes were substantial only for ions in the carbon iso- 
sequence (C I, N ii, O m). A fully consistent set of radiative 
recombination rates can be incorporated once the excited-state 
photoionization cross sections are available from the Opacity 
Project. At low temperatures, we include dielectronic recombi- 
nation rate coefficients from Nussbaumer & Storey (1983) and, 
for recombination to O iv, from Badnell (1988). 

One of the other features of our code is a careful inclusion in 
our ionization balance equations of charge exchange processes 
between metal ions and H°. We assumed that 
0+ +H°->00 + H+ + 0.02 eV is a very fast resonant reac- 
tion (Field & Steigman 1971) and thus n(0+)/n(0°) = 
(8/9)/i(H+)/n(H°). We also include the inverse ionizing reaction 
to Si + 2 + H° -► Si+ + H+ + 2.74 eV (Baliunas & Butler 1980) 
since it is also a near-resonant process to the Si n ground state. 
For the rate coefficients for Si + 2 + H° we use a fit to the 
calculations of McCarroll & Valiron (1976). For the inverse 
(ionizing) reaction we use kup = (kdown/3) exp ( — 2.74 oW/kT). 
All other metal ions are assumed to charge-transfer into 
excited states and thus are not resonant reactions. These rate 
coefficients are usually large (~ 10-9 cm3 s-1) for collisions of 
H° with triply ionized species and with several doubly ionized 
species (N m, O m, Si m) and were obtained from compilations 
of Butler & Dalgarno (1979, 1980), Butler, Heil, & Dalgarno 
(1980), and Dalgarno, Heil, & Butler (1981). Owing to a lack of 
quantal calculations for Fe ions, we adopt a conservative 
approach and assume low charge transfer rate coefficients 
(10-12 cm3 s-1) to Fe i and Fe n, and relatively large rate 
coefficients (10-9 cm3 s~x) to higher Fe ion stages. 

2.2. Thermal Equilibrium 
In the energy balance, we include the physical processes of 

photoelectric heating, Compton heating and cooling, col- 
lisional ionization, collisional line excitation (H, He, C, N, O, 
Si, and Fe), recombination (dielectronic and radiative) cooling, 
and thermal bremsstrahlung. For collisional line excitation we 
calculate emissivities for 117 lines of Fe ii-Fe xxvi (Gaetz & 
Salpeter 1983; fine-structure lines from M. Shull [private 
tabulations]), eight hydrogen lines, 19 helium lines, 35 C lines 
(including three fine-structure lines of C i and C n excited by 
collisions by neutral hydrogen as well as by electrons and two 

lines excited by ionized hydrogen), 26 N lines, and 35 O lines 
(including two fine-structure lines of O i excited by neutral 
hydrogen). Collisional ionization rates were obtained from 
Shull & Van Steenberg (1982). 

We make the approximation that all the energy of the 
ejected photoelectron is deposited into the gas as heat. As the 
neutral fraction of the gas increases, a higher fraction of this 
energy is deposited into ionization and excitation of neutral 
hydrogen. However, this fraction is a strong function of the 
energy of the photoelectron. For the principal heating contri- 
butions at high neutral fraction (photoionization of H, He, and 
C), the average energies of the valence-shell photoelectrons are 
10-30 eV, and thus nearly all of their energy is deposited as 
heat (Shull & Van Steenberg 1985). Therefore this approx- 
imation is justified in the case where the electron column 
density is sufficient for the electron to deposit its energy via 
Coulomb collisions. This may not be justified if the clouds are 
extremely thin, d < 1013 cm or so. In § 4.3 we discuss the con- 
sequences of the partial loss of heat through photoelectron 
escape. 

Since the relevant temperatures are substantially lower than 
relativistic, we can approximate the photon cross section of the 
electron for Compton heating and cooling with a Klein- 
Nishina cross section (Rybicki & Lightman 1979). The differ- 
ence between the Compton heating and cooling rate (ergs s “1 

cm - 3) can thus be expressed as 

J'^bigb fjir) 
&ÁE - 4kT) -4 dE , (2) 

£low C 

where #£ is the photon energy flux and (t(E) is the Klein- 
Nishina cross section. 

2.3. Molecular Physics 

We calculate the molecular hydrogen content of the gas by 
assuming a simplified network of hydrogen molecule forma- 
tion and dissociation, beginning with the formation of the cata- 
lyst H_. The formation rate coefficient of H_ via radiative 
attachment, H° + e~ H~ 4- y, is k^ = (1.83 x io-18)T0-8779 

cm3 s-1 (Hutchings 1976). Destruction of H_ is assumed to 
occur via three processes: (1) associative detachment (H- 

+ H° -> H2 + O with a rate coefficient k2 = 1.35 x 10“9 

cm3 s-1 (Hutchings 1976); (2) photodetachment 
(H- + y -► H° + e~) with a rate k3J0 = (3.1 x 10lo)Jo s-1, 
using cross sections of Wishart (1979) and Broad & Reinhardt 
(1976) integrated over the MF spectrum above 0.755 eV 
threshold; and (3) mutual neutralization 
(H~ + H+ -► H° + H°) with a rate coefficient k4 = 
(7 x 10“7)T~1/2 cm3 s-1 (Peart, Bennett, & Dolder 1985; Dal- 
garno & Lepp 1987). Since the H_ formation rate is fast, H~ 
will be in equilibrium, with a density, 

n(H-) 
 kj ne n(H°)  

[k2n(Ho) + k3J0 + /c4n(H+)r 
(3) 

In the limit when the rates k3 J0 and k4 n(H +) are much smaller 
than /c2n(H°), the H_ density tracks the electron density, 
n(U-) = (kjk2)ne. 

We assume that the dominant formation process of H2 is 
associative detachment, H“ +H°->H2 + e-, with rate coeffi- 
cient k2 (see above). The four dominant destruction processes 
for H2 are taken to be (1) collisions with protons, H2 
+ H+ -► H2 + H°, with a rate coefficient kDH+ = (6.4 
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x 10~10 cm3 s-1) exp ( — 2.65 oV/kT) derived from detailed 
balance with the inverse reaction, using rates from Karpas, 
Anacich, & Huntress (1979); (2) dissociating collisions with 
electrons with rate coefficient kDe = (5.6xlO~11 cm3 

S-i)T0‘5 exp ( — 8.8 eV/kT) derived from cross sections of Cor- 
rigan (1965); (3) dissociating collisions with H° using the low- 
density rate coefficient Ho = (6.11 x 10-14 cm3 

s-1) exp (—4.48 éW/kT) from Lepp & Shull (1983) and Mac 
Low & Shull (1986); and (4) UV photodissociation in Lyman 
and Werner bands with rate kD yJ0 = (1.23 x 108)Jo s

_1(^o in 

cgs units) computed from tabulated line oscillator strengths 
(Allison & Dalgarno 1970b), radiative dissociation fractions 
(Stephens & Dalgarno 1972), and line wavelengths (Namioka 
1964; Morton & Dinerstein 1976) assuming a v-1 energy spec- 
trum across the 845-1108 Â band. We computed the direct 
continuum photodissociation rate (2 < 844.87 Â) to be over a 
factor of 60 smaller, (1.87 x 106)Jo s-1 for an optically thin 
cloud, using cross sections of Allison & Dalgarno (1970a). 
Thus the molecular fraction can be derived from a single equa- 
tion: 

*(H2) 
n(H°) 

   1 
«(H0)/^ h° + w(H+)kD H+ + nekD e + kD y J0j 

r Mett(H°) 
Lmí#0) + Mo + M(H+)_ 

(4) 

The molecular cooling rates were derived from fits to vibra- 
tional and rotational rates in Lepp & Shull (1983). We neglect 
H2 — H2 collisions. 

2.4. Calculational Technique 

Our model THERMAL first calculates the ionization state 
of the gas for a given temperature and an educated guess for 
the total hydrogen density. The heating and cooling is then 
calculated. If heating does not equal cooling, then the density 
of the gas is altered accordingly and the ionization state is 
recalculated. The process iterates until the heating equals 
cooling within 0.5%. We calculate thermal equilibrium ion 
populations for a range of temperatures, from 1500 K to the 
Compton temperature, which is dependent on the assumed 
incident spectral shape and is 2.5 x 107 K for the MF spec- 
trum. We note that for sufficiently steep ionization spectra it is 
not possible to achieve a two-phase medium for the gas, an 
effect first pointed out by Guilbert, Fabian, & McCray (1983). 
If the EUV background is due simply to QSOs with steep 
spectra, something else must heat the intercloud medium (see 
also Miralda-Escudé & Ostriker 1990). 

We calculate the equilibrium ionization parameter for two 
input spectra: (1) the MF spectrum; and (2) /vocv-1-5 for 
photon energies greater than 2.8 eV and/v oc v-1 for photon 
energies less than 2.8 eV. For the MF spectrum we tested a 
range of metallicities Z0 ranging from 0.01 to 0.3 times solar 
abundances. Here, Z0 is the abundance relative to solar values 
(e.g., [C/H]) based on solar abundances from Grevesse (1984): 
0.1, 4.9 x 10~4, 9.8 x 10"5, 8.1 x 10“4, 3.5 x 10“5, and 
4.7 x 10“5 for He, C, N, O, Si, and Fe, respectively. Below 0.01 
solar metallicity, the thermal effects of heavy element radiative 
cooling are small, and the models converge to the same curves. 
For the v-15 spectral shape, we test metallicities Z© = 0.01 
and 0.1. Our “standard” model assumes Z© =0.1 and a MF 
spectral shape. 

Fig. 1.—Cooling sources due to hydrogen and helium for a gas with 10% 
solar abundances irradiated by a MF (see text) spectral shape. Emissivity A(T) 
(eV cm3 s_1) = //n¿ is shown as a function of temperature T. 

3. RESULTS 

3.1. T emper atures and Neutral Fractions 
In Figures 1 and 2 we plot the contributions of the major 

coolants in our standard model. In these figures, the cooling 
function A«h = h where / (eV cm-3 s-1) is the total emissivity 
of the gas and nH is the total hydrogen number density. The 
dominant coolants for temperatures from 8000-40,000 K are 
collisional excitation of H i, C i-iv, O i-vi, hydrogen and 
helium free-free emission (bremsstrahlung), and recombination 
cooling. Iron becomes a major coolant at T > 106 K. At 8000 
K, the molecular fraction, n(H2)/n(H i), increases to 
~4 x 10-4, and at 5000 K increases to ~2 x 10-3. Thus at 
T <> 8000 K, molecular cooling becomes important via vibra- 
tional excitation through collisions with neutral hydrogen. In 
Figure 3 we plot the contributions of the photoionization heat 
sources in our model. We neglect the effects of thermal conduc- 
tion. 

Fig. 2.—Metal cooling for model of Fig. 1 
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Fig. 3.—Heating sources for model of Fig. 1. Note that hydrogen and 
helium photoionization dominate for temperatures below 40,000 K, while Fe 
photoionization and Compton heating dominate above that temperature. 

In Figure 4 we plot the equilibrium temperature against 
ionization parameter, U = ny/nH. The addition of metals pro- 
duces a lower equilibrium temperature for a given U, owing to 
the additional cooling by collisionally excited forbidden and 
fine structure lines. Metallicities Z0 =0.01 and Z0 = 0.0 give 
identical results for T > 104 K, so for metallicities below 1% 
solar, the equilibrium temperatures are essentially the same. 
For log U > —3, the v-1,5 spectral shape gives a slightly 
higher equilibrium temperature than the MF spectral shape 
with the same metallicity. This occurs because of the higher 
neutral fraction and because photoelectric heating is most sen- 
sitive to the shape of the input spectrum in the EUV energy 
band (the MF spectral shape steepens from v-10 to v-3 in the 
energy range 24-365 eV). Most importantly, in order to reduce 
the equilibrium temperatures below 104 K, log U must be less 
than — 4.3 to — 5.0 (see Table 1). Molecular cooling enables the 
gas to cool to temperatures below 104 K without exceeding 
total hydrogen densities of —1 cm-3 if J0 « 10"21 ergs s-1 

cm-2 Hz-1. 
We can fit the cloud temperature T to a power law in U over 

the relevant range for the standard model (MF spectrum, 
Z0 = 0.1): 

T = (3.6 x 104 K)U0A18 , (-4.7 < log U < -1.8) . (5) 

We can also fit a power law to the same variables for Z0 = 

TABLE 1 
Some Equilibrium Values of log {U) 

Parameter 

T(K) 

8000 10,000 12,000 

MF: 
Z0 = 0.3 
zG = 0.1 

-5.3 
-6.2 
-7.1 

-4.3 
-4.7 
-5.0 

-3.2 
-3.5 
-3.8 

Z0 = 0.1 -6.1 
-7.0 

-4.7 
-4.9 

-3.9 
-4.1 

0.01 and the MF spectral shape: 

T = (4.9 x 104 K)U0152 , (-4.3 < log (/ < -1.7) . (6) 

The corresponding Doppler parameters, b = (2/cT/mH)1/2, for 
H i absorption lines in these temperature fits are, for a MF 
spectrum and Z0 = 0.1 : 

b = (24 km s_1)f/0 059 , (-4.7 < log U < -1.8) . (7) 

For a MF spectrum and Z0 = 0.01 : 

b = (28 km s_1)i/0 076 , (-4.3 < log Í7 < -1.7). (8) 

In Figure 5 we plot the equilibrium neutral fraction as a 
function of U, where we again see the effects of the spectral 
shape in the EUV region. For the v_ 1,5 spectrum, the neutral 
fraction is slightly higher for a given U than for the MF spec- 

Log (U) 
Fig. 4.—Temperature as a function of ionization parameter, U, the ratio of 

ionizing photons to total hydrogen density. The dotted line represents a MF 
spectrum with Z0 = 0.3. The solid line corresponds to a MF input spectrum 
with Z0 = 0.1, and the dashed line corresponds to MF input spectrum with 
Z0 = 0.01. The dash-dot line corresponds to a v-1 5 spectrum with ZG = 0.1, 
and the dash-short dash line is the same spectrum with Z0 =0.01. Gas with 
Zq = 0.01 has the same thermal characteristics as zero metallicity gas. 
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Fig. 5.—The hydrogen neutral fraction as a function of ionization param- 
eter, U. The lines correspond to the same models as described in Fig. 4. 

tral shape. The difference between the neutral fractions 
obtained for the various models is not more than a factor of 2 
for a given U in any case. We can fit a power law to the neutral 
fraction for relevant ionization parameters in the standard 
model, 

^^-^ = (4.6 x 10-6)l/'1 026 , -4.7 < log L/ < -1.8 . 
«H 

(9) 

For a MF spectrum and Z0 = 0.01 : 

^2^ = (3.4 x 10_6)i/'1 066 , -4.7 < log C7 < -1.8 . 
«H 

(10) 

Figure 6 shows the fractional ionization of all ion stages of 
C, N, O, Si, and Fe as a function of U. In Figure 7 we plot the 
column densities of the ions with observable absorption lines, 
Si ii, Si in, Si iv, C il, C in, C iv, N v, and O vi, divided by the 
column density of H i, as a function of log U. In our models, 
C iv has a higher column density than C n for log U > —2.9 
(MF spectrum). This is comparable to similar models for a 
cloud with AT(H i) = 1017*4 cm-2 by Steidel & Sargent (1989) 
in which C iv is greater than C n for log U > — 2.6. 

Since the rate coefficients for charge exchange with neutral 
hydrogen are slow for “ recombination ” to C i and C n, these 
ions are not greatly affected by charge exchange. However, for 
charge exchange to C m and C iv, the rates are very high; thus, 
as the H° neutral fraction increases above 10_ 2 charge 
exchange becomes dominant. Additionally, charge transfer 
rates between Si n and Si m are not only fast, but fast in both 
directions (Baliunas & Butler 1980) because of a near-resonant 
crossing to the Si n ground state. Thus the Si n/Si m ratio is 
driven by the H i/H n ratio when the neutral fraction exceeds 
~10-2. Because of these effects, the column density of Si iv 
remains comparable to that of Si m for log U < —2.3, in con- 
trast with the Steidel & Sargent (1989) result of log U < —1.4. 
In this instance our code predicts a somewhat higher ioniza- 
tion state for a given ionization parameter than does 
CLOUDY (Ferland 1989), a versatile photoionization code 

which incorporates radiation transfer and high-density effects. 
The difference in results appears to be due to slight differences 
in charge-exchange rate coefficients of Si ions with H i, since 
the Opacity Project photoionization cross sections for Si m 
and Si iv are within 10%, at threshold, of those used in 
CLOUDY. 

3.2. Thermal Phases 
For each model, we plot a phase curve of log (U/T) versus T 

in Figure 8. These diagrams can be used to illustrate the pre- 
sence of two or more stable phases for a single ratio of 
radiation-to-gas pressure, proportional to U/T (Lepp et al. 
1985). A steep spectral shape such as/v oc v-1*5 precludes the 
existence of a two-phase medium (Guilbert et al. 1983). 
Another important point is that for values log (U/T) < —6, 
characteristic of the intergalactic medium (IGM), two stable 
phases cannot coexist. If the clouds are confined by the pres- 
sure of a warmer, more tenuous medium, this medium cannot 
be heated by metagalactic UV flux of the spectral shapes we 
discuss here. 

If the cloud-intercloud medium does coexist in pressure 
equilibrium, as would be obtained with a MF spectral shape 
and a rather large ionization parameter, we can derive the 
maximum thermal velocity of H i absorption lines created in 
QSO spectra by these clouds. If the maximum thermal velocity 
is small enough, we would be able to rule out a thermal source 
for line widths greater than this velocity and could hypothesize 
that the line widths may be created by line blending. However, 
for metallicities Z0 = 0.01-0.3 times solar abundances, the 
maximum 6-value we obtain for H i is 52-56 km s-1, a value 
which is not restrictive of the interpretation of current obser- 
vations. These h-values correspond to temperatures of T = 
160,000-190,000 K, and log U ~ 0.9-1.2. The maximum ion- 
ization parameter is substantially higher than that derived 
from observations of metal ion abundances in intergalactic 
clouds. Thus, the fact that the line widths imply cloud tem- 
peratures at or below 30,000 K means that the Lya clouds do 
not exist in two-phase equilibrium, heated and ionized by 
quasars. Pressure confinement of these clouds therefore 
remains a problem. 

We can further derive from these phase curves that between 
equilibrium temperatures Teq of 2800 K and either 4800 K 
(Z0 = 0.3) or 6000 K (Z0 < 0.01) the gas is thermally unstable, 
since dTeJdU < 0. For J0 = 10~21 ergs s-1 cm-2 Hz-1, the 
cooling time for the gas at these densities and temperatures is 
~ 2000-4000 yr. The stable temperature ranges correspond to 
H i Doppler parameters b < 6.8 km s-1 and b > 9-10 km s“1 

for Z0 = 0.3. 
For temperatures below 104 K and I0 = 10~21/4n ergs s-1 

cm-2 Hz-1 sr-1, we find that the equilibrium densities for 
optically thin clouds are required to be >1 cm ~3 in order to 
provide sufficient cooling to counteract the photoelectric 
heating of the clouds. If the clouds are truly at temperatures 
T < 104 K, even with molecular cooling, the hydrogen density 
of the clouds still must be high (nH > 10“3 cm-3). Therefore, 
based on the observed H i column densities, the cloud thick- 
nesses must be much smaller than previously supposed. A limit 
to the molecular fraction in the gas is imposed due to the lack 
of observed H2 Lyman absorption bands associated with the 
stronger H i absorption lines. This is not a strong constraint, 
however, since only a trace molecular component in the gas 
will contribute strongly to the cooling, whereas column den- 
sities A(H2) > 2 x 1014 cm-2 are required to provide detect- 
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Log U and MF spectral shape. Lower metallicities do not greatly affect this plot. 

able (20-30 mÂ) H2 rest frame equivalent widths in the Lyman 
(3-0) R(l) (1063.460 Â) and (4-0) R(\) (1049.958 Â) lines when 
T ä 2000 K. The molecular fraction of the gas versus U is 
shown in Figure 9, and the fraction versus T is shown in Figure 
10. 

3.3. Analytic Approximations 
We have found that the inclusion of metals does not affect 

the thermal balance of the cloud until the metallicity is at least 

1% solar. For lower metallicities the thermal behavior can be 
modeled by a gas with primordial abundances. Most of the 
“Lyoc forest” clouds are optically thin to EUV radiation; 
optical depth unity in the Lyman continuum is reached at a 
column density N(H i) = (1017 2 cm-2)(£/13.6 eV)3. Thus, an 
enhanced ionization parameter U (or J0/nH) will decrease the 
neutral fraction, f0 = w(H°)/nH, and slightly raise the tem- 
perature T. 

We may estimate these effects with a simple model (see also 
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Fig. 7.—Observable absorption lines. Ratios of column densities of obser- 
vable ion species to neutral hydrogen. The standard model was assumed here 
(MF spectrum, Z0 = 0.1). 

Log (U/T) 
Fig. 8.—Thermal phase plot, with the same line code as Fig. 4 

& SHULL Vol. 383 

Fig. 9.—Ratio of H2 density to total hydrogen number density as a func- 
tion of ionization parameter U. Note the effect of metallicity on the minimum 
U obtained. 

Black 1981) of a highly ionized intergalactic cloud of hydrogen 
density nH = (10-3 cm_3)n_3 exposed to an ionizing flux J0 = 
(10-20 ergs cm-2 s-1 Hz_1)J_2o- If we approximate the 
hydrogen photoionization cross section by <t(v) = Mv/vo)-3, 
with <70 ^ 6.3 x 10"18 cm2 and hv0 = 13.6 eV, the photoion- 
ization rate F^s-1) = (ffo^o/^) and the photoelectric heating 
rate Hi (ergs s"x) = (<70 «^o vo/12)> for an ionizing spectrum fv oc 
v-1. The mean energy of the photoelectrons is hv0/3 in this 
model. The recombination plus free-free cooling rate coeffi- 
cient may be written otffßkT, where « (2.59 
x 10-13)TFo 845 cm3 s"1 is the rate coefficient for hydrogen 
recombination to excited states and ß ä 1.13 for the tem- 
peratures of interest (7^ is the temperature in units of 104 K). If 
photoionization and collisional ionization balance radiative 
recombination, and if photoelectric heating balances cooling 
by recombination, bremsstrahlung, and electron-impact exci- 

Fig. 10.—Ratio of H 2 to H i column density vs. temperature T 
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tation and ionization of H i, we find 

»(H°) 

ttH 

4/ia^)nH\ 

> ö'o^o / 
[1+(a2nH/J0)] 1 

T = Mr i - (ai nH/jp)! 
3^/c/l_l + (a2 Wh/^o)J ’ 

(11) 

(12) 

with = ( 12/i/cto)[0.75Ce(T) + C¿(T)] and a2 = {Ah/a^ClTl 
where C^T) and Ce(T) are rate coefficients (cm3 s-1) for 
electron-impact ionization and (n = 2) excitation of H i. Thus, 
the characteristic values of temperature and neutral fraction 
are T < (hv0ßßk) æ 47,000 K and f0 = (4/ia{f ^h/o-q Jq) æ 
(10_4)n_3 JI20T4 °'845. To obtain greater accuracy, equations 
(11) and (12) may be solved iteratively for T and f0 in terms of 
the “ionization parameter,” J0/nH. For pure hydrogen, T and 
/0 range between (27,000 K; 4.6 x 10"5) and (39,000 K; 
3.4 x 10-6) for (J0/nH) — 10“17 to 10“16 ergs cm s“1 Hz“1. 
The inclusion of helium increases the temperature somewhat 
due to photoelectric heating of He +. 

4. CONSEQUENCES OF THE MODELS 

4.1. Cold Lyman-a Clouds? 
Recent observations at 6.5 km s“1 resolution of Lya forest 

clouds with 12.7 < log iV(H i) < 14.0 toward QSO 
2206—199N (Pettini et al. 1990) suggest that many Lya lines 
have Doppler parameters b<22 km s“1. If the h-value is 
thermal, this implies that T < 30,000 K, the value generally 
assumed for Lya clouds. Pettini et al. further suggest that most 
of this line broadening is caused by large-scale motions, since 
they find that b and AT(H i) are correlated; a relation 
AT(H i) = (8.7 x 1012 cm“2)(h/10 km s“1)21 may be fitted to 
their data, which implies that the Lya lines have line-center 
optical depths t0 = (1.2)(h/10 km s“1)11, indicating that most 
of the lines are only weakly saturated. If the line broadening is 
dominated by large-scale motions, an estimate of the tem- 
perature can be derived from the minimum resolved line 
widths, h ~ 10 km s“1 or T ~ 6000 K. 

Our models suggest that, for a background ionizing spec- 
trum normalized at 13.6 eV to Jv = 10“21 ergs s“1 cm“2 

Hz“1, the total hydrogen densities in a cloud at T = 104 K 
must be 0.2-0.5 cm“3. Variations in these estimates are due to 
different input spectral shapes and a range of metallicities 
Z0 = 0-0.1. These clouds are mostly neutral, with n(H i)/nH ~ 
0.3. Thus, the characteristic cloud thickness along the line of 
sight of such a cloud is (1.8-36) x 10“5 pc. A similar result was 
obtained by Pettini et al. (1990) using CLOUDY. This thick- 
ness is in contrast to the transverse size of clouds of d ~ 10/i“1 

kpc, where h = (Ho/\0O km s“1 Mpc“1), estimated by Foltz et 
al. (1984), or the revision of this estimate, d ~ lOOh“1 kpc, by 
Steidel & Sargent (1990), and with the requirement that Lya 
clouds fully cover the QSO emission-line region (d > 1 pc) 
(Sargent et al. 1980). Thus, it appears that these clouds are 
sheetlike, with aspect ratios of 105-109. Such geometries are 
difficult to understand, but they could perhaps be formed and 
confined by shock ram pressure. Maintaining a narrow line 
width across the cloud would be difficult. 

We may derive a direct estimate of J0 = Jv(13.6 eV) in QSO 
2206 — 199N from an analysis of the QSO’s observed B magni- 
tude and the redshift difference between the emission and 
absorption lines. Emission redshifts have been published 
(Sargent, Boksenberg, & Steidel 1988) for C iv (ze = 2.553), 
Si iv + O iv] (ze = 2.556) and Lya (ze = 2.575), for a weighted 

mean of ze = 2.559. Because the Lya emission redshift is 
smaller than those of absorption system 100 (za = 2.58487) and 
system 101 (za = 2.58658), the “true” (ionization source) emis- 
sion redshift, as defined by Ha and the low-ionization lines, is 
probably shifted beyond ze = 2.59. As is well known from 
studies of quasar spectra (Gaskell 1982; Wilkes & Carswell 
1982; Espey et al. 1989; Corbin 1990), the high-ionization 
emission lines (e.g., C iv 21549, C m] 21909) are systematically 
blueshifted relative to the low-ionization lines (e.g., Mg n 
22800, Balmer lines). In his survey of emission-line redshift 
differences, Corbin (1990) found that the redshift difference 
between Mg n and C iv occasionally exceeded 4000 km s “1 in 
a sample of high-redshift, high-luminosity, optically selected 
QSOs; the mean value of the difference was ~1700 km s“1 

and the extreme value was 4800 km s“1. In order for QSO 
2206 —199N to lie behind system 101, the redshift difference 
must be at least 2830 km s “1. 

Lacking a reliable (Ha) redshift for the true rest frame of the 
ionizing source in QSO 2206—199N, we adopt ze = 2.605, 
since ze = 2.600 corresponds to a C iv — Ha redshift difference 
of 4000 km s“1 and ze = 2.610 corresponds to 4800 km s“1. 
The proper distance to the QSO and the absorption systems is 
given by the formula (Weinberg 1972) 

,, , ( c\iq0z + (q0- 1)[(1 + 2q0z)112 - 1] 
d(1) - UJi   

The difference in proper distance between the QSO and the 
absorption clouds is therefore (8.8-21.9 Mpc)/!“1 (system 100) 
and (8.1 —20.0 Mpc)/!-1 (system 101), for q0 in the range 
0.1-0.5 (larger distances for smaller q0.) The quasar’s magni- 
tude B = 17.49 translates to an observed monochromatic flux 
/v(4400 Â) = 4.4 x 10"27 ergs cm"2 s"1 Hz"1 (Weedman 
1986), emitted at 2e = 1220 Â. Using the relation Lv e = 4nd2 

(1 + z)/v o and extrapolating to 912 Â with a QSO power law 
of/v oc v 0,5 (MF), we find that the QSO has an emitted spec- 
tral luminosity Lv e = (1.3-2.9 x 1031 ergs s“1 Hz"1)/!"2 at 
912 Â, for a range q0 = 0.1-0.5 (larger luminosity at smaller 
<?o)- 

We therefore derive a minimum ionizing flux of Jv = 
(0.5-1.4) x 10"21 ergs s"1 cm"2 Hz"1 at the position of 
absorption system 100, and Jv = (0.6-1.7) x 10"21 ergs s“1 

cm"2 Hz"1 at system 101, where the range of values corre- 
sponds to q0 = 0.1 to 0.5 (higher flux for larger q0). This flux is 
about 10 times smaller than the Lyman-limit metagalactic flux 
for 1.8 < z < 3.8, Jv = An x 10"21 ergs s"1 cm"2 Hz"1, esti- 
mated from the “proximity effect” (Bajtlik et al. 1988). An 
ionization parameter log Ú æ — 6 is needed to explain the 
observed Doppler parameters in absorption system 100 
(b = 7.5 km s"1) and 101 (b = 10 km s"1). Therefore, nH æ 5 
cm"3 is required if J0 æ 10"21 (cgs) for a “ MF” ionizing spec- 
trum. The cloud thicknesses, iV(H i)/nH, of systems 100 and 101 
are then just 1012 cm. 

The origin of the cloud thicknesses cannot easily be recon- 
ciled with cooling layers behind radiative shocks, with thermal 
instabilities, or with gravitational collapse. The scales associ- 
ated with radiative shocks and thermal instabilities are of 
order a cooling length, about 1 pc for T = 104 K, metallicity 
ZQ =0.1, and nH ~ 0.3 cm"3, far too large to explain the tiny 
thicknesses of the clouds. Gravitational collapse via Jeans 
instability gives a thickness of order (680 pc) (TJfmn)0 5, where 
// is the mean weight per particle divided by the hydrogen 
mass. A preliminary sketch of a scenario where Lya clouds 
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form behind shocks in pregalactic halos was presented by 
Hogan (1987); but in order for the neutral hydrogen column 
densities to be ~1012-7-1014 cm-2 and for the cloud tem- 
perature to be below 104 K with J0 ~ 10~21 ergs cm-1 s-1 

Hz -1, the cloud thickness is much less than a shock thickness. 
Further the inferred pressures in the low-T clouds would be 

P~4x 10“13 ergs cm“3. Suppose that these clouds are 
confined by the thermal pressure of a tenuous IGM with H 
density nIGM = (8.02 x 10“6 cm“3)D//i2(l + z)3, where Q7 is 
the closure parameter of smoothly distributed IGM. The IGM 
temperature then needs to be 7¡GM = (3.7 x 108 KJQ/1/!“2 

(1 + z)“3. If these clouds are indeed at T < 104 K, they are not 
confined by a baryonic IGM. They might be confined gravita- 
tionally by massive dark matter halos (Rees 1986), but it would 
be difficult to explain the extremely large ratio of dark matter 
to baryon mass unless the H i existed only at the center of a 
more extended structure of warmer, ionized gas. 

Adiabatic cooling by rapid cloud expansion would allow 
high-pressure Lya clouds to remain cool, yet less dense than an 
equilibrium photoionization model would allow. However, the 
clouds would be heated within ~104 yr for J0 ~ 10“21 ergs 
cm“2 s“1 Hz“1. A high-density (% æ 1 cm“3) cloud of 
column density (1013 cm~2)N13 would expand on a time scale 
of (0.3 yr)Ar13 % ^4 1/2, leaving one to wonder how they are 
replenished. It seems unlikely that this mechanism is important 
for high-pressure Lya clouds. However, adiabatic cooling 
could be an important mechanism for lowering the tem- 
peratures of low-pressure clouds (Duncan, Vishniac, & 
Ostriker 1991). We explore these possibilities in a later paper 
(Shull & Donahue 1992). 

Another possible mechanism to keep clouds cold would be 
to allow the photoelectrons to escape the cloud rather than 
heating it. If the cloud thickness is very thin, the photoelec- 
trons may escape the cloud without energy losses. The electron 
column density required to stop a 10 eV photoelectron by 
Coulomb collisions is ~ 1013 cm“2. We mimicked this process 
by reducing the photoelectric heating of the gas by a factor 
/= 0.5, 0.2, and 0.1. In order for this mechanism to have an 
effect, the clouds must have a low electron density. We plot our 
results for our standard model with reduced photoelectric 
heating in Figure 11. The effect on the thermal balance of the 
cloud can be quite dramatic, even for 0.5, and would 
decrease with increasing cloud column density. This may 
explain some of the observed correlation of h-value with 
column density (Pettini et al. 1990). 

An offsetting mechanism would be electron confinement by 
a magnetic field. The gyroradius of an electron of energy 
(10 eV)£10 is ~(1013 cm)£?p5

JBZ}2 for a magnetic field of 
(10“12 G)B_12- This effect is important for an organized field 
aligned along the long axis of the clouds and completely con- 
fined within the cloud, since an electron could easily escape 
along a U-field which threads the cloud. It is difficult to 
imagine how a R-field would be aligned along the long axis of 
the cloud, since collapse of a cloud would most naturally occur 
perpendicular to the orientation of the Æ-field. Additionally, 
this mechanism could be slowed if the clouds became suffi- 
ciently positively charged due to the loss of electrons. However, 
electric fields would not have a chance to develop due to the 
attraction of thermal, less energetic electrons from the IGM to 
the charged cloud. This mechanism would easily short out any 
fields unless the density contrast was greater than about six 
orders of magnitude. 

However, photoelectron escape does not explain how to 

Log (U) 
Fig. 11.—Auger and photoelectron escape. Modification to the low- 

temperature end of the equilibrium values of temperature and ionization 
parameter 1/ if a fraction (1 —/) of photoelectrons is allowed to escape a 
narrow slab of gas rather than heating it. 

maintain the large aspect ratios implied by the sizes of the 
clouds derived from double-QSO experiments (Foltz et al. 
1984; Steidel & Sargent 1990) and the large neutral fractions 
required to achieve the low temperatures in a static model. 

4.2. Metallicities 
Limits on the equivalent widths of metal absorption lines 

have been obtained by Chaffee et al. (1985, 1986), If we assume 
that the z = 3.321 system in the quasar S5 0014+ 81 has a 
column density (cm“2) of log N(H i) = 16.5 (an average of the 
16.3 and 16.7 measured for the double system), we can derive 
the upper limit to the system’s metallicity from the upper limits 
to the column densities of the ions C n, C m, and C iv. No real 
metallicity information is contained in C n, but the C m and 
C iv upper limits give interesting limits to the metallicity if the 
ionization parameter U is sufficiently high. For example, if 
log U = —2, then the derived upper limit to the metallicity is 
Z0 < 7 x 10“4. However, if log U = —5, the metallicity is 
limited only to Z0 <0.1. 

A system which is marginally optically thick, N(H i) = 
10i7.35±o.i cm“2, was observed by Sargent, Steidel, & Boksen- 
berg (1990) at z = 2.9676 in the quasar spectrum PKS 
2126 — 158. If we assume that the reported column densities of 
C ii and C iv are real detections, then, since we know the 
relative ion fractions of C n and C iv, we can specify 
log U = -3.0 ± 0.1 and find that [C/H] = -2.2 ± 0.2, where 
[C/H] is the logarithmic abundance of carbon relative to the 
solar abundance. 

Spectra of Lya systems in four QSOs were combined by 
Williger et al. (1989) in order to search for heavy element 
systems. Their limits on the composite system could potentially 
be used to constrain the metallicity of these clouds, if U were 
known a priori. If log U < — 5, as suggested by the Pettini et 
al. (1990) observations, no interesting metallicity limit can be 
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placed on these clouds, even if they are in dynamic and ioniza- 
tion equilbrium. 

4.3. Limits on Ionization Parameter for Metal-Line Systems 
An interesting observation is that C iv is almost always 

stronger than C n in sharp, optically thin metal-line systems 
(e.g., Wolfe 1983); C n is not necessarily present. If we know the 
shape of the ionizing background we can then derive the 
minimum ionization parameter required. For our spectral 
model MF, we find N(C iv) > N(C n) for log U > —2.9, corre- 
sponding to temperatures T > 1.5 x 104 K. The observed 
value of iV(Si m)/N(Si iv) is of order 1 — 3 (Bergeron & Sta- 
sinka 1986). This restricts log U to be less than —2.1 (Blades et 
al. 1985). 

The resulting limit on U for the narrow-line metal systems is 
— 3.1 < log U < —2.1. The corresponding metallicity limits 
are log (Z0) < —2.2. Similar exercises can be done for other 
spectral shapes. However, for plausible QSO spectral shapes, 
the results do not change much. 

5. CONCLUSIONS 

If Lya forest clouds are indeed much cooler than the pre- 
viously assumed value, T = 30,000 K, the ionization param- 
eter must be very low, even with the cooling contribution of a 
trace component of molecules. If the clouds cool below 
T ~ 6000 K, their final equilibrium must be T < 3000 K, 
owing to the lack of a stable phase between 6000 and 3000 K. 
At such low temperatures and high densities, one cannot con- 
strain the metal content of these clouds. Even a solar abun- 
dance of metals could easily be hidden in cool clouds. If we 
assume that the clouds are being irradiated by a EUV power- 
law continuum typical of QSOs, with J0 = 10~21 ergs s-1 

cm-2 Hz-1, we derive typical cloud thicknesses along the line 
of sight that are much smaller than would be expected from 
shocks, thermal instabilities, or gravitational collapse. Further, 
the cloud pressure approaches that of the interstellar medium, 
P/k ä 103-4 cm-3 K, and the clouds cannot be confined by the 
pressure of the IGM. 

Photoelectron escape from thin, neutral clouds would keep 
the clouds at colder temperatures than they would have if the 
photoelectrons were able to deposit all of their energy as heat 
via Coulomb collisions. This mechanism, although a promising 
mechanism for keeping the clouds colder than simple photo- 
ionization equilibrium models would predict, still does not 
explain how these clouds might be so thin. In order for adia- 
batic expansion to keep clouds cold as they expand, the 
heating time in the clouds must be long compared to the ion- 
ization and expansion time. Additionally, the heating time 
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would need to be either longer than the Hubble time or tuned 
to a formation rate in order to explain the presence of numer- 
ous Lya clouds over redshifts from z = 1.8 to 3.0. 

Photoelectron escape probably does not decrease the 
heating rate in the adiabatic expansion scenario. As the clouds 
expand, they become less dense and thus the recombination 
rates decrease, increasing the ionization fraction in the clouds. 
As the electron column density increases, the photoelectrons 
are more easily trapped inside the cloud. Thus if the Pettini et 
al. (1990) results are correct even more questions about the 
clouds arise. What is their formation process? Are they con- 
fined? If they are not, what mass source accounts for their 
replacement since high-pressure clouds rapidly dissipate by 
thermal expansion? Can adiabatic cooling of low-pressure 
clouds explain the data? We explore some of these questions in 
a later paper (Shull & Donahue 1992). 

For the metal-line systems, one can begin to constrain U by 
observations of absorption lines of C m and C iv. We have 
rederived metallicity limits for two systems with observational 
detections or upper limits on C n, C m, C iv, and Si m or Si iv 
column densities. Our model incorporates the most recent cal- 
culations of photoionization cross sections from the Opacity 
Project. Although these cross sections are believed to be accu- 
rate to 10%, the ionization calculations also depend on accu- 
rate values of recombination and charge exchange rate 
coefficients of metal ions with H i and He i. The next advance 
in photoionization models will require these rate coefficients to 
an accuracy equivalent to the photoionization cross sections. 
Until this is done, inferences about the spectral shape of the 
intergalactic ionizing radiation field must be regarded with 
some suspicion. 
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INTERGALACTIC CLOUDS 

APPENDIX 

PHOTOIONIZATION OF IRON 

For the photoionization of iron by X-rays one must take into account the Auger electrons produced by photoionization of the 
inner shells, since as many as nine electrons (one photoelectron and eight Auger electrons) can be released from the atom as a result 
of a single K-shell photoionization event. We used the results of Jacobs & Rozsnyai (1986) to calculate the probability ofiVA Auger 
electrons following the ionization of a given subshell. These probabilities take into account the probabilities of radiative transitions 
and Coster-Kronig transitions. 

In this section we use the convention that an Auger electron can be designated by an abbreviated notation, e.g., KLX L23. In this 
notation the first letter designates the quantum level (n, 1} from which the photoelectron was ejected (K = Is; L = 2s, 2p; M = 3s, 3p, 
3d; etc.). The second letter denotes the level from which the intermediate electron dropped in order to fill the hole left by the 
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photoelectron, and the third letter denotes the level from which the Auger electron was ejected. The subscripts are a shorthand for 
the convention of labeling the orbitals, such that “ 1 ” corresponds to the s orbital, “ 23 ” corresponds to the p orbitals (2Ei/2, 

2^3/2)> 
and “ 45 ” corresponds to the d orbitals (2D3/2, 2D5/2). 

Weisheit & Dalgarno (1972) and Weisheit (1974) calculated the effective photoionization rate for elements with nuclear charge 
Z < 10 and 11 < Z < 18, respectively. We can extend this formalism to iron (Z = 26). The effective photoionization rate,Feff, from 
ion stage z for pure photoionization (no collisions), is defined by the ratio of ion populations in successive ion stages, z and z + 1, 

nzrf = nenz+1oiz, (14) 

where ne is the electron density and az is the rate coefficient for recombination from ion stage z + 1 to stage z. Here, z = 1 refers to 
neutral iron. In the following equations F2 is defined as 

rz = r ls(z) + r 2s(z) + r 2p(z) + r 3s(z) + r 3p(z) + r 3(((z) + r4s(z) + necz, (15) 

where Tnl(z) is the photoionization rate of the subshell (nl) of ion stage z of Fe (Reilman & Manson 1978, with a factor of 10 decrease 
in the cross sections for 2s states shown in their Fig. 2). Thus, Fls(l) corresponds to the photoionization rate of the Is subshell of 
Fe I. Cz is the electron-impact collisional ionization rate from ion stage z. 

We calculate the effective ionization rate by the following prescription : 

Feff = F X Z A 2 > 

= r2 + »eafl1- X 
¡ = z-A«z.' 

= rz + ne^L1- £ p ¿r» 
Í = 2 - 1 \^2/ 

= r2, 

Z = 1 

2 < z < 10 

11 <z<23 

24 > z < 26 

(16) 

where ne is the electron density and aff is the effective recombination rate from ion z + 1 to ion z, including charge exchange with 
neutral hydrogen. That is, 

n(H°) 
(17) 

where yz is the rate coefficient for H° charge exchange with ion z. 
The functions <£z in equation (16) are defined as follows : 

(t>f =fu(U z)Fls(z) +/2s(i, z)F2s(z) +/2p(i, z)F2p(z) +/3s(i, z)r3s(z) +/3p(i, z)F3p(z), (18) 

where i is the number of Auger electrons emitted fnl(i, z) is the probability that, following a photoionization of Fe ion stage z in 
subshell nl, one photoelectron and i — 1 Auger electrons are emitted. 

By using the former equations and photoionization rates for all lower stages of ionization and subshells of Fe, one may compute 
the ionization balance of iron in the following equation : 

«2 
nz+l 

nea 
(19) 

To derive the electron heat production, we assume that, following the photoionization of a K-shell (Is) electron, a XL23 L23 electron 
is expelled 2/3 of the time; the other one-third of the time, a Coster-Kronig transition occurs and both a KL1L23 electron and a 
LjL^M electron are expelled. We then assumed that cascades, either subsequent to a K-shell ionization or other subshell 
ionizations, can only occur in jumps of a single level. This assumption if relaxed, would decrease the number of electrons released. 
Most of the energy available for heating is contained in the KLL Auger electrons. We then calculate the number of Auger electrons 
produced and estimate their energies by using average values of shell levels from Reilman & Manson (1978). 
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