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ABSTRACT 
The X-ray-emitting intracluster medium (ICM) in clusters of galaxies is studied using a combined three- 

dimensional hydrodynamic and V-body simulation algorithn with the assumption that clusters formed via 
hierarchical clustering in a cold dark matter-dominated universe with ICM fraction QICM = 0.1. The ICM is 
treated as an ideal y = 5/3 gas undergoing shock heating within the self-consistency evolving dark matter 
potential. 

The evolution of a single, Coma-richness cluster is examined in detail. A core of ~1013 M0 of gas collapses 
by z = 1 and grows through mergers and accretion of surrounding material. The process can be crudely 
defined by a shock front moving outward at ~400 km s-1 reaching a radius ~5hs¿ Mpc at the present 
epoch. The 2 x lO14/^1 M© °f gas within an Abell radius at z = 0 is close to isothermal at T = 7.2 keV with 
evidence for a modest temperature inversion in the cluster center. Polytropic models provide a poor descrip- 
tion of the ICM thermodynamic state. The density profile of the cluster shows no resolved core radius, 
although a flattening of the logarithmic slope is apparent at radii r < 500h^¿ kpc. The total 2-10 keV lumin- 
osity of 7.5 x 1044/i5O ergs s_1 is therefore subject to an uncertain core contribution. A Sunyaev-ZeFdovich 
central decrement of roughly 0.5 mK would be expected from this cluster at redshifts z < 0.25 at T resolution. 
The signal drops below 0.1 mK at z = 0.5 

Investigation of the standard hydrostatic isothermal /?-model shows that estimates of the specific energy 
ratio ß = G2/(kT/fj,mp) based on surface brightness profiles are systematically biased. The discrepancy arises 
from the existence of residual kinetic energy in the shock-heated gas and poor modeling of the underlying 
binding mass distribution. Simple binding mass estimates based on this model underestimate the actual 
binding mass within an Abell radius by ~30%. The mass contained within an Abell radius for Coma and 
A2256 is estimated to be 2.4 and 2.6 x lO15^^1 M©, respectively, after correcting for these effects. 
Subject headings: galaxies: clustering — galaxies: intergalactic medium — galaxies: X-rays — hydrodynamics 

I. INTRODUCTION 
Rich clusters of galaxies are observed to be strong sources of 

diffuse X-ray emission produced by optically thin thermal 
bremsstrahlung from a hot (T ~ 108 K) intracluster plasma 
(see reviews by Forman and Jones 1982, Sarazin 1986, Fabian 
1988, and Mushotzky 1988). Since the gas represents at least 
part of the baryonic component of the universe which does not 
now reside in galaxies, understanding the formation and evolu- 
tion of the hot gas would provide valuable information on the 
formation of galaxies and large-scale structure in general. At 
present, there remain several unresolved theoretical issues 
regarding the history of the gas comprising the intracluster 
medium (ICM) including the following : 

1. Origin of the gas.—Is the ICM simply primordial material 
left over from galaxy formation which is enriched by ram pres- 
sure stripping of infalling galaxies (Gunn and Gott 1972), or 
was the ICM produced entirely by ejection of gas from galaxies 
after cluster formation (Yahil and Ostriker 1973; Larson and 
Dinerstein 1975; Cowie and Perrenod 1978)? 

2. Thermal history.—How do the gas temperature and 
density evolve with time? Is shock heating through gravita- 
tional collapse sufficient to produce the emission observed in 
X-ray clusters? Is the ICM in hydrostatic equilibrium within 
the cluster potential? 

3. Temperature profile.—Is the gas temperature profile T(r) 
nearly isothermal? Do polytropic models provide a better 
description? 

4. Relation to dark matter.—Does the gas distribution 
follow that of the underlying dark matter? How well do 
present models estimate the binding mass of clusters? 

This paper (and a following paper, Evrard 19906, hereafter 
Paper II) presents numerical simulations designed to provide 
some answers to the above questions within the context of 
hierarchical clustering in a cold dark matter (CDM) dominated 
universe (Peebles 1982; Blumenthal et al. 1984; Davis et al 
1985) . The universe is assumed to have density equal to the 
closure value Q = 1, with a mass fraction of baryons in the 
ICM Qicm = 0.1 and a Hubble constant H0 = 50hso km s-1 

Mpc-1. In this cosmogony, rich clusters form from gravita- 
tional collapse of suitably filtered overdense peaks in the initial 
density field viewed at some early, linear epoch (Bardeen et al. 
1986) . Scaling relations for the expected temperature, density, 
and luminosity of clusters depend on the height of the peak 
and the chosen mass scale (Kaiser 1986). In this way, a range of 
cluster richness can be accommodated by varying the height of 
the initial peak density at a mass scale relevant to rich clusters. 

The numerical models approximate X-ray clusters as two- 
component systems consisting of collisionless dark matter and 
a collisional gas of baryons representing the ICM. The ICM is 
assumed to be a fully ionized plasma of primordial composi- 
tion and is treated as an ideal gas with ratio of specific heats 
y = 5/3. Shock heating is included, but radiative cooling is 
ignored. These simulations lack sufficient dynamic range to 
accurately resolve cooling flows within clusters or to resolve 
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the formation and evolution of galaxies within the cluster. The 
question of the origin of the ICM will therefore not be 
addressed by this work. Instead, I will assume that galaxies in 
clusters have little effect on the thermal history of the bulk of the 
ICM. In the CDM model, this may arise “naturally” due to 
the inefficiency of galaxy formation required for biasing gal- 
axies relative to the total mass of the universe (Bardeen et al 
1986; Frenk et al 1988). With this point of view, there are two 
ways to explain the roughly half-solar ICM iron abundance 
(Mushotzky 1984)—preenrichment of the gas during an epoch 
of galaxy formation preceeding cluster collapse and/or passive 
enrichment resulting from stripping of enriched galactic gas as 
galaxies infall into the highly pressurized ICM (Gunn and Gott 
1972; Takeda, Nulsen, and Fabian 1984). 

Producing a simulated cluster is a two-stage process. First, a 
random realization of linear protocluster fields is generated 
using the path integral technique developed by Bertschinger 
(1987). There linear fields are then propagated into the non- 
linear regime using the combined W-body/three-dimensional 
hydrodynamical code P3MSPH (Evrard 1988). 

These models represent the first treatment of the hydrody- 
namic evolution of the ICM in a fully self-consistent, three- 
dimensional, time-varying potential. Early one-dimensional 
simulations by Gull and Northover (1975), Lea (1976), and 
Cowie and Perrenod (1978) assumed spherical symmetry and a 
fixed gravitational potential into which the gas fell, essentially 
from infinity. These simulations confirmed that thermal 
bremsstrahlung, from gas shock-heated within characteristic 
cluster potential wells, could produce roughly the observed 
level of X-ray emission. Perrenod (1978) added a time-varying 
spherical potential adapted from White’s (1976) W-body model 
of the Coma cluster. The secular deepening of the cluster 
potential led to a slowly increasing X-ray luminosity and tem- 
perature. Cavaliere et al (1986) embedded gas within a colli- 
sionless iV-body model by assuming hydrostatic equilibrium 
held at all times throughout the cluster. The emission mor- 
phologies exhibited by their model appeared similar to those 
observed by Einstein (Forman and Jones 1982). 

The approach taken here represents an improvement over 
previous work in that the hydrodynamics is calculated self- 
consistently in the evolving potential well of collisionless dark 
matter. Also, the initial conditions for the protocluster density 
and velocity fields are not ad hoc but rather are random real- 
izations of the initial fields expected in a CDM-dominated 
universe. This allows specific statements to be made regarding 
expectations within the context of the CDM model. 

In principle, knowledge of the equilibrium plasma distribu- 
tion can be used to gain insight into the structure of the under- 
lying potential and hence the distribution of binding mass 
within the cluster. Such mass estimates have broad cosmo- 
logical implications on the amount of dark matter in the uni- 
verse. In practice, uncertainties (primarily from lack of 
spatially resolved cluster temperatures) make estimating 
binding masses of clusters from X-ray data highly model- 
dependent (Cowie, Henriksen, and Mushotzky 1987; Fabri- 
cant, Kent, and Kurtz 1989; Hughes 1989). Numerical 
simulations provide a useful forum for investigating any sys- 
tematic effects in current mass estimation techniques. 

A related issue is the “^-discrepancy” of X-ray clusters. The 
quantity ß = o2/(kT/pmp\ where <r is the one-dimensional 
velocity dispersion of galaxies in the cluster, T is the gas tem- 
perature, p is the mean molecular weight, and mp is the proton 
mass, is a measure of the ratio of specific kinetic energy in 

galaxies to the specific thermal energy of particles in the 
plasma. The hydrostatic isothermal /?-model (Cavaliere and 
Fusco-Fermiano 1976; Bahcall and Sarazin 1977; Jones and 
Forman 1984) has been widely used to describe the mass pro- 
files of clusters. In this model, the density profile of the gas 
follows the form 

Pg(r) = Pg.o\f + (r/rc)2]-3^/2 » (1) 

where rc is the cluster core radius, pgQ is the central gas density, 
and ß is the ratio of specific energies defined above. Since the 
gas is assumed isothermal, the observed X-ray surface bright- 
ness scales with projected separation 9 as 

Xx(0)oce-6ß + 1 (2) 

for radii outside the core region. With this model, an estimate 
of the ratio of specific energies can be made simply by fitting 
the outer surface brightness profile and estimating a value ßnt. 
Values of ß{it ~ 0.6-0.8 are typically found this way (Jones and 
Forman 1984) with the ensuring interpretation that the ICM is 
hotter and more extended than the galaxies. 

However, these estimates of ß are not born out by direct 
spectroscopic measurements of the gas temperature and opti- 
cally determined galaxy velocity dispersion which typically 
produce values ßspec ~ 1.2 (Mushotzky 1984; Sarazin 1986; 
Fabian 1988; Mushotzky 1988), although uncertainties of 
>20% are common. The interpretation of these values is the 
opposite—the gass is cooler and less extended than the gal- 
axies. The discrepancy between the numerical values of /??pec 
and ßfii has generated a considerable amount of confusion 
because of the opposing interpretations they represent. Inter- 
estingly, the simulated cluster exhibits the same “/?- 
discrepancy” allowing the root cause of this problem to be 
examined in detail. 

Recently, Edge (1990) has provided evidence from EX OS AT 
cluster observations that values of ßfit and ßspcc are both 
less than unity in low-temperature, low-luminosity clusters. 
However, the classic discrepancy ßspec > 1 > ßnt persists in the 
richest clusters of his sample. The implications of these obser- 
vations are not yet understood (David, Forman, and Jones 
1990; Edge 1990; Evrard 1990a; White 1990). 

The outline of the paper is as follows. Section II provides 
some details on the numerical procedure. The cluster evolution 
is followed in § III and issues regarding ß and mass estimation 
are examined. Section IV provides a brief comparison of the 
simulated cluster with Coma and A2256. The following section 
provides tests of the sensitivity of the results of the numerical 
parameters in the model. A final section provides a summary 
and discussion. 

II. METHOD 

a) Cosmological Framework 
In hierarchical clustering models, rich clusters form at peaks 

in the density field smoothed on a mass scale appropriate for 
rich clusters M ~ 1015 M0 (Kaiser 1986). For the CDM model 
in particular, the postrecombination density field is imprinted 
with linear fluctuations described as a random phase super- 
position of waves with amplitudes governed by a power spec- 
trum P(k) calculated as a transfer function applied to a 
primordial, adiabatic, constant curvature spectrum of fluctua- 
tions (Bond and Efstathiou 1984). Within a sphere of radius x 
which, on average, contains a mass M, this leads to a Gaussian 
distribution of initial overdensities ô = p(x)/(p{x)y — 1 with 
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variance 

°2m = ¿3 J d3kP(k)Wtik), (3) 

where W^k) = 3(kx)~3[sin (kx) — kx cos (kx)] is a window 
function appropriate to smoothing fluctuations within the 
sphere containing mass M. The initial fluctuations are there- 
fore normally distributed in the variable 

v = ô/(t(M) . (4) 

The theory of the statistics of peaks in Gaussian random fields 
developed by Bardeen et al (1986) provides npk(v), the number 
density of peaks with height greater than v for the density field 
smoothed with a Gaussian filter WM(k) = exp ( — k2Rf/2). 
With Rf = lO/i^o Mpc (suitable for filtering on a mass scale 
Mf = \015hí¿ Mq), the observed number density of R > 1 
Abell clusters nA~ 6 x 10~ 7hl0 Mpc-3 is reached for peaks 
above a threshold value v, = 2.7. This value of vt is consistent 
with the idea that ~ 1 % of the mass in the universe is in rich 
clusters (Kaiser 1986), since the fraction of perturbations 
satisfying the threshold condition is given by the com- 
plimentary error function erfc (vt) = 0.007. 

In this paper, we concentrate on the details of the evolution 
of a single cluster arising from a peak of height v = 4.3. The 
CDM spectrum normalization is fixed such that the present 
rms, linearly extrapolated mass fluctuations in a sphere of 
radius 16/iJo Mpc is 0.6. The equivalent “bias parameter,” 
defined as b = l/(r(16hïo Mpc), has a value b = 1.7. This nor- 
malization is intermediate between the values b = 2.5 advo- 
cated by the numerical experiments of Davis et al (1985) and 
the value b ~ 1.5 inferred from observations of large-scale 
velocity fields (Kaiser and Lahav 1989; Bertschinger and Jusz- 
kiewicz 1988; Górski et al. 1989). A simple model for the abun- 
dance of rich clusters as a function of velocity dispersion 
indicates that a value b = 1.1 can reproduce the observed 
abundances of nearby rich clusters (Evrard 1989). Given the 
protocluster peak height v = 4.3, the expected abundance of 
peaks of this height or higher is n = 9 x 10~9hlo Mpc-3 

(Bardeen et al. 1986), implying that a cluster as rich as the one 
simulated here should be found within a redshift z ~ 0.05. 

b) Generating Initial Conditions 
A technique for sampling random fields under constraints 

developed by Bertschinger (1987) is used to generate initial 
conditions. The “ path integral ” method produces a mean field 
which satisfies a set of linear input constraints, to which is 
added a random field orthogonal to the constraints drawn 
from a suitably modified power spectrum. The method con- 
structs the density field on a cubic lattice of side N representing 
a periodic cube of length L. The imposed constraints can take 
any (nonsingular) form; here we use a simple constraint that 
the density field convolved with a Gaussian window of size 
Rf = lOh^Q Mpc equal an imposed value vco(Mf) at the 
center of the box. That is 

«to-4' _(2n)3l2R3
f AkP 

(rk) exp 
2R} 

= vco(Mf), (5) 

where rc = (L/2, L/2, L/2), (r(Mf) is the rms level of fluctuations 
within a Guassian window of size Rf = lOh^ Mpc, and the 
sum in k is over all points in the lattice. 

The simulations use a grid of size iV = 16, a practical limit 
for computations run in a small workstation environment such 
as a micro Vax II. In choosing the physical scale L of the 
volume to simulate, there are competing factors to consider. 
One would like to use as large a volume as possible to improve 
the sampling of long-wavelength perturbations and correctly 
model tidal effects on matter late-infalling into the cluster. 
However, for a given iV, increasing L means degrading the 
small-scale resolution of the experiment. A value L = 50h$¿ 
Mpc is chosen as a compromise between these two constraints. 
On the small scale, this allows resolution of structure down to 
a limit of ^200/iJo1 kpc, while on the large scale, the rms 
fluctuations on the scale of the simulation cube (M ~ lO16/^1 

M0) are still linear at the present epoch. Because of the 
nonzero expectation values of dp/p over the entire volume, we 
allow for a DC component in the density field when generating 
the grid initial conditions. This means that the average density 
of the simulated volume will, in general, be greater than the 
mean cosmological background density. 

The applied constraint only fixes the smoothed density at an 
arbitrary point in space, it does not directly constrain the 
properties of peaks in the density field. However, if the con- 
trained density is sufficiently large, vc > 3, then it is likely that 
a peak will lie near the constrained point. The value of vpk is 
determined directly from the realization by smoothing the field 
at all grid points and finding the maximum. 

c) N-Body + Hydrodynamic Evolution 
The Zel’dovich approximations is used to generate particle 

positions and velocities at an initial redshift zf = 7 from the 
density fields generated above (Efstathiou et al. 1985). The pro- 
cedure displaces positions of an initial lattice of particles and 
assigns velocities in a manner consistent with linear theory 
growing modes of the generated density perturbations. The 
rms one-dimensional particle displacement was 0.2 grid cells at 
the initial epoch. Because the simulated volumes have some net 
positive overdensities ôh the models are evolved using scale 
factors R(t), consistent with background metrics of positive 
curvature. The mean recession velocities are reduced by an 
amount 1 — 2ÔJ3 in agreement with linear theory, implying a 
value of = (1 + 0^/(1 — 2<5i/3)2 for the simulated volume. 
For the model studied here, <5f = 0.086 and = 1.22. 

Two sets of 4096 particles are used in the simulations—one 
set to represent the collisionless dark matter, another to model 
the baryonic gas. Equal numbers of gas and dark particles are 
used with the latter 9 times as massive to give QICM = 0.1. Each 
gas particle represents mg = 2.1 x lO11/!^1 M0. The distri- 
butions are coupled via gravity using the P3M method 
(Efstathiou and Eastwood 1981; Hockney and Eastwood 
1985), and the gas physics of the baryons is followed using SPH 
(smoothed particle hydrodynamics—Gingold and Monaghan 
1977; Monaghan 1985). The combined N-body and hydrody- 
namic method is described in a previous paper (Evrard 1988). 

The particles representing the gas carry a local thermal 
energy e, = (k7]///mp) and local densities pt at the location of 
particle i are calculated by smoothing the nearby particle field 

Pi = ">9 Z W(riP hi) ’ (6) 
j 

where 

W(ru, hj = ^3 e-'^2 (7) 
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is a Gaussian kernel which interpolates on a local smoothing 
scale hi. The smoothing scale is allowed to vary both spatially 
and temporally to increase the dynamic range accessible to a 
given experiment. 

The local pressure is described by an ideal (y = 5/3) gas 
equation of state 

p¡ = (y - iK/?,- • (8) 

For simplicity, a fully ionized, primordial gas is assumed to 
hold throughout the evolution of the cluster implying a mean 
molecular weight // = 0.6. Gas particles are accelerated by 
gravity and by pressure gradients measured via a local inter- 
polation involving the gradient of the smoothing kernel. The 
gas force is written as an antisymmetric pairwise sum over 
neighboring particles to guarantee momentum and angular 
conservation to machine accuracy 

(~/>~)¡=m® ç G?+pj)^w^ij’hij) ’ (9) 

where hij = + hj). A particle’s thermal energy changes due 
to PdV work, shock heating, and radiative cooling, although 
the latter is ignored in these 163 particle models, which lack 
resolution adequate to define cooling flows. Shock heating is 
incorporated using an artificial viscosity, which has the effect of 
increasing the pressure in strongly convergent flows from 
P occ2 to P oc v2. Spherical cluster evolution (Evrard 1988) 
and planar shock tube experiments show that the form of the 
viscosity employed is effective in preventing interparticle pen- 
etration and satisfying shock jump conditions even in very 
strong shocks (Lattanzio et al 1986). Heat conduction and any 
other energy transport or source mechanisms are not included 
in the calculation. 

The smoothing length /if varies with local density /i, oc pï1/3 

within lower and upper limits determined by the Courant con- 
dition and the range of the linked list in the short-range force 
calculation, respectively. The gravitational force is softened by 
using the potential 0(r) ~ (r2 + €2)“1/2 with e = I50h^o kpc 
kept fixed in the physical frame. The hydrodynamic resolution 
h is dependent on the local density and temperature, but condi- 
tions are such that values h ~ lOOh^o kpc ~ ^ are reached in 
the highest density regions. The second form of artifical 
viscosity discussed in Evrard (1988) is used with coefficients 
oq = 0.5, a2 = 2.51. 

The initial temperature of the gas is arbitrarily taken to be 
Ti= 104 K. As will be demonstrated in § V, results are insensi- 
tive to the value of 7] as long as the initial entropy = 
ln(7J/pJ’_1) is small compared to the minimum final entropy. 
Time is used as the integration variable, with fixed time step 
<5i = 1.9 x 10^h$Q yr corresponding to 700 steps in a Hubble 
time. Energy is conserved to better than one percent (in the 
sense discussed by Efstathiou et al. 1985), with momentum and 
angular momentum conservation much higher. The simulation 
presented here consumed ~3 micro Vax II CPU days. Table 1 
provides a summary of various parameter values for the simu- 
lation. 

Output files were dumped at 10 epochs between z = 7 and 
z = 0 equally spaced in time intervals of billion years. 
In analyzing output, one often needs to compute simple inte- 

1 Note these coefficients are termed ßl and ß2 in that paper; alpha is used 
here to minimize confusion with all the other betas in paper. 

TABLE 1 
Summary of Model Parameters 

Parameter Value 

Comoving length L (h^ Mpc)   50 
Total mass (ft Jo M0)   8.7 x 1015 

Total number of particles   8192 
Gas particle mass (h J,1 M0)   2.1 x 1011 

Dark particle mass (h Jq1 M0)  1.9 x 1012 

Gravitational softening e (h J,1 kpc)   150 
Hydro resolution hmin (h^ kpc)   200 
Time step <5i (ft Jq1 yr)   1.9 x 107 

Viscosity coefficients al5a2    0.5, 2.5 
Initial redshift   7 
Initial mean overdensity   0.086 
Initial gas temperature 7] (K)   104 

grals of the form 

Q = J d3xp(x)q(x). (10) 

For a density distribution represented by a set of discrete par- 
ticles each of mass mp, the density-weighted integral goes over 
to a sum over particles so that 

Q = mp'L<li’ (11) 
i 

where qt is the value of the quantity at the location of particle i. 
In this way, calculation of the X-ray luminosities, surface 
brightness, the Sunyaev-Zel’dovich effect, etc., can be reduced 
to straightforward sums over the gas particle distribution. 

in. RESULTS 

a) Evolution of the Cluster Volume 

The evolution of the gas and dark matter particles in a 
comoving 20h^f Mpc cube centered on the present position of 
the cluster is shown Figure 1. The volume contains roughly 
half the mass in the simulation, about 4 x 1015h^f M0 in 
total. At z = 1.62, the cluster core is developing at the intersec- 
tion of mildly nonlinear sheets. The cluster grows through acc- 
retion of surrounding material as well as through mergers with 
smaller, collapsed systems. The most obvious example of the 
latter is the satellite roughly one-fourth as massive as the main 
cluster component visible to the southeast at redshift z = 0.54. 
At an epoch between z = 0.25 and z = 0.15, these two com- 
ponents merge to create the single dominant cluster seen at the 
present. 

The distribution of gas particles in Figure 1 differs from that 
of the dark matter in two ways. First, the dark matter appears 
more “ knotty ” than the gas—small clumps of particles evident 
in the DM distribution are often absent in the gas. This effect is 
numerical in origin in that it is a direct manifestation of the 
discreteness limit of SPH. The algorithm attempts to smooth 
the hydrodynamics on a scale of 20 particles, which effectively 
prevents the formation of dense clumps containing only a few 
tens of particles. The other apparent difference in the distribu- 
tions is the more rounded character of the gas at late times 
compared to the dark matter. This difference has a physical 
basis—the isotropic pressure tensor of the gas. The collision- 
less dark matter retains its memory of the merger event to the 
present epoch—witness the elongation of the DM particle dis- 
tribution along the direction of merger. In contrast, the drive 
toward equipartition in the collisional gas component serves to 
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GAS DM 

z= 

1.62 

1.09 

0.54 

0.25 

0.15 

0.00 

Fig. 1.—Evolution of the gas and dark matter (DM) particles within a 
comoving 20h^¿ Mpc cube centered on the present cluster position. Redshifts 
are indicated to the right of the panels which show the distributions projected 
along the z-axis of the simulation. Note the more rounded character of the gas 
distribution at late times. 

round out the gas distribution to resemble more closely the 
shape of the underlying, more spherical potential. 

An attempt to view the gas in both real space and the ther- 
modynamic space of particle density n = plfimp and tem- 
perature T is made in Figure 2. The gas particles in the same 
volume viewed in Figure 1 are shown binned in n (Fig. 2a) and 
T (Fig. 2b). Evolution proceeds in columns from left to right 
with density and temperature decreasing from upper (row I) to 
lower (row IV) panels in the figure. Density divisions occur at 
10“3,10~4, and i0~5hl0 cm-3, and temperature cuts are made 
at 6, 0.6 and 0.06 keV. (Note: 108 K = 8.61 keV.) The number 
of particles falling in each bin is given within each panel. The 
present cosmological baryon density corresponds to a particle 
number density n0 — 5 x 10~1(Qb/0.1)hlo cm-3, so the par- 
ticles in row I of Figure 2a at z = 0 are at a density contrast 
greater than 2000. 

At early times, high-temperature gas is found only in small 
regions sufficiently overdense to have collapsed by that epoch. 
As the evolution proceeds, shock heating of the gas moves out 
to progressively lower densities and larger radii so that, by the 
present epoch, high-temperature gas can be found over a wide 
range of densities. The merger of the binary system at z ^ 0.2 is 

clearly visible at moderate densities and temperatures (rows II). 
At z ^ 1, about lO14/*^1 M0 of gas is heated above 0.6 keV, 
roughly the edge of the Einstein IPC bandpass. This mass 
grows by about a factor 4 to the present. The mass at densities 
above 10~4/ifo cm-3 increases by a factor ~2 from z = 1.09 to 
z = 0.54 and varies little from that epoch to the present. 

The evolution of these mass filling factors is shown more 
clearly in Figure 3, where the baryonic mass with density 
greater than n and temperature greater than T is shown for the 
same volume and epochs viewed in Figures 1 and 2. Collapse 
of roughly 1013h^¿ M© of gas at a density n ~ 0.004hl0 cm-3 

and temperature T ~ 5 x 107 K is evident at z ^ 1. This gas 
remains fairly unperturbed until the merger impact, which 
serves to increase the maximum density and temperature. The 
steep dependence of mass with temperature at late epochs indi- 
cates that the gas in the cluster is close to isothermal. Poly- 
tropic models, which have T oc ny~ ^ are clearly not favored by 
the data in Figure 3. If the gas were polytropic, then the shapes 
of the density and temperature filling factors would be the 
same (within a scaling factor on the logarithmic axes) which is 
not the case in Figure 3. Since the physical mechanism 
responsible for heating the cluster gas, relaxation via shock 
heating, is not an adiabatic process, there is no underlying 
reason why polytropic models should describe well the present 
state of ICM. 

b) X-Ray Luminosity, Flux, and Surface Brightness Profiles 
The emissivity due to free-free encounters between electrons 

and ions in a fully ionized primordial plasma (X = 0.76, 
Y = 0.24) with temperature T and particle density n is given by 
(Spitzer 1968) 

€v = 4.32 x 10~ 28n2T1/2(h/kT) 

x g(hv/kT)e~hv,kT ergs s-1 cm-3 Hz-1 , (12) 

where g(hv/kT) is an averaged Gaunt factor providing 
quantum mechanical corrections to the classical expression. 
Define a bolometric emissivity using unit Gaunt factor 

eboi = J àv€v = 4.32 x 10_28n2T1/2 ergs s-1 cm-3 . (13) 

Then the energy radiated within a given band E1-E2 can be 
expressed as 

^band ./bandi^O^bol ’ 
where 

/bandit) 
JmE2/kT 

d Ei/kT 
drig{r\)e " . 

(14) 

(15) 

The band limited X-ray emission from a given volume V is 
found by 

L*= J/3x€band^ 

= 4.32 x 10“28j^d3xn2(x)r1/2(x)/band['rW] ergs s“1 . (16) 

Using the discrete information in the simulations, equation (11) 
implies the X-ray luminosity from the volumes viewed in 
Figures 1 and 2 can be calculated by 

Lx = 4.32 x I0~2s(/imp) 2mg £ p¡ r//2/ban<1(7]) ergs s“1 , (17) 
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Fig. 2a 

Fig. 2b 

Fig. 2.—“Phase space” scatter plots showing the gas particles in the same volume as Fig. 1 but binned in density and temperature ranges: (a) bins in 
density—row I, (n/cm-3) > 10-3; row II, 10-3 > (n/cm-3) > 10“4; row III, 10“4 > (n/cm-3) > 10-5; row IV, (n/cm-3) < 10-5; (b) bins in temperature—row I, 
(T/keV) > 6; row II, 6 > (T/keV) > 0.6; row III, 0.6 > (T/keV) > 0.06; row IV, (T/keV) < 0.06. Evolution proceeds from left to right with redshifts indicated at the 
top of each column. 

where the sum runs over particles within the volume. For the 
cluster viewed at redshift z, the flux Fx of X-rays at Earth in an 
observed energy band £i-F2 is (Weinberg 1972) 

^bolfbz 
(1 +z)2[l -(1 +z)-1/2]2 (18) 

where /band is the integral given by equation (15) over an 
appropriately redshifted energy range E^l + z) to E2(l + z). 

The evolution of the rest frame luminosities and observed 
flux in two energy bands is shown in Figure 4. Soft 0.5-3 keV 
emission is given by the solid line, while the dashed line shows 
harder 2-10 keV radiation. Gaunt factors were calculated 
using the Born approximation (Kellogg, Baldwin, and Koch 
1975) which is accurate to within ~ 10% of the exact calcu- 
lations (Karzas and Latter 1961) for the energies and tem- 
peratures considered here. Galactic absorption is ignored in 
computation of the incident flux. The solid diamonds in the 
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Log n (h5o2 cm 3) Log T (keV) 

Fig. 3.—Amount of mass above density n and temperature T for the volume viewed in Figs. 1 and 2. Lines correspond to different redshifts: a, z = 1.62; b, 
z = 1.09; c, z = 0.54; d, z = 0.25; e, z = 0.15; f, z = 0. The steep dependence of mass with temperature at late times indicates the cluster is close to isothermal. 
Polytropic models T oc ny~1 are not favored by these data, since the shapes of the density and temperature curves are dissimilar. 

figure indicate the observed flux and inferred luminosity of the 
Coma cluster in the 2-10 keV band (Lahav et al. 1989). 

The cluster intrinsic luminosity grows rapidly as the first 
resolved structure collapses between redshifts z = 1.6 and 
z = 1.1. The rapid rise in luminosity in this era is due to 
dynamic range limitations and should not be considered physi- 
cal. Higher resolution experiments are needed to resolve emis- 

z 

Fig. 4.—Evolution of the cluster rest frame luminosity and observed flux. 
The solid line shows soft 0.5-3 keV radiation, while the dashed line is for hard 
2-10 keV radiation. The cluster luminosity grows by an overall factor ~ 3 from 
redshifts z = 1 to z = 0, with the growth being punctuated by mergers of 
surrounding satellites onto the parent cluster. 

sion from the characteristically smaller mass scales collapsing 
at redshifts z > 1. From z = 1.1 to the present, the luminosity 
increases more slowly, with an e-fold increase occurring from 
roughly z = 0.7 to the present, a time scale of ~ 8/1501 billion 
years. More importantly, the evolution is not a simple mono- 
tonie function of time; rather, the growth is punctuated by 
accretion/merger events of the parent cluster with smaller sur- 
rounding satellites. The merger of the two dominant com- 
ponents at redshift z ^ 0.2 increase the luminosity by a factor 
~2.5. Note that the luminosity can decrease after such 
disturbances—evidence that the central density is varying due 
to oscillations or sonic waves generated by the merger event. 

The point of view that a cluster simply appears at some 
collapse redshift with a well-defined and thereafter constant 
X-ray luminosity is clearly an oversimplification of the true 
physical situation. At no time in the evolution is an exact 
steady state achieved, since accretion of infalling material and 
tidal interactions with neighboring systems are continually at 
work to disturb a cluster’s equilibrium. However, despite these 
external influences, the gas within the shock front is fairly close 
to hydrostatic equilibrium, as is shown in § Hie, below. 

The flux which would be observed at Earth from this cluster 
placed at the distance of Coma (z = 0.023) is comparable to 
that observed from Coma by EXOSAT Fx = 3.2 x 10“10 ergs 
s"1 cm-2 (Lahav et al. 1989). The flux drops over two orders of 
magnitude as the look-back epoch increases to redshift 
z = 0.25. This cluster would fall below the Einstein Medium 
Sensitivity Survey flux limit of 2.6 x 10“14 ergs s_1 cm-2 at a 
redshift z ^ 1.1. However, detection at this limit requires that 
the cluster emission not extend over an area much larger than 
1 aremin2. Figure 5 presents surface brightness maps of the 
cluster at redshifts ranging from z = 1.1 to the distance of 
Coma. The maps at high redshift are shown at a resolution 
sharper than that of the Einstein IPC. The map at z = 1.09 is 
smoothed with a Gaussian filter with half-power radius oh = 
0Í25, while those at z = 0.54, 0.25, and 0.15 are smoothed on a 
scale ah = 0!5, the expected resolution of the PSPC aboard the 
ROS AT satellite. The map at z = 0.07 is at a resolution compa- 
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Fig. 5.—The cluster X-ray emission in the Einstein 0.5-3 keV band seen at different look-back epochs. The surface brightness of the model is binned in projection 
and smoothed using a Gaussian filter with half-power radius ah. Evolution proceeds clockwise from the upper left with the viewing redshift, size of window L, and 
smoothing scale ah indicated within each panel. The lowest contour is at \0~Ahlo IPC count s -1 ; contours are spaced by factors of 101/3 = 2.15. 

rabie to the IPC, ah= V, while discreteness limitations force 
the map at z = 0.023 to be smoothed on a scale ah = 3'. All 
fluxes have been converted to Einstein IPC count rates using a 
simple conversion factor (Giacconi et al 1979) 

1 IPC counts s-1 arcmin-2 = 2.5 x 10-11 ergs s_1 cm-2 . 

(19) 

The size of the viewing window L ranges from roughly one- 
fourth the IPC field of view at z = 1.09 to twice the IPC field at 
z = 0.023. The lowest contour shown is 10~*hlo counts s-1; 
contours are spaced by factors of 2.15, corresponding to three 
levels per decade of flux. No background has been added to 
these pictures. 

At z = 0.15, the merging satellite clearly distorts the iso- 
photes at levels 0.002 counts s“1 in the direction of impact. At 
z = 0.07, the distortion is still evident but in the opposite direc- 
tion. The change in isophotal pointing is due to the momentum 
absorbed by the parent cluster from the captured satellite. 
Viewed at the distance of Coma, the cluster isophotes display 
general features common to those seen in Coma (Johnson et al 
1979) and A2256 (Fabricant, Kent, and Kurtz 1989). All have 
roughly elliptical isophotes with indications of boxiness, twists, 
and some jitter in the isophotal centers. 

Radial profiles of these projected surface brightness maps 
are shown in Figure 6. The profiles are fit to the form 

^(0) = E0[l + (O/0x)2y3ß“'+1/2 . (20) 

Values of the central surface brightness £0, X-ray core angular 
size 6X, and exponent ßfii for each viewing epoch are given in 
Table 2. The central surface brightness and angular core radius 
grow with time. The cluster would be essentially pointlike to 
Einstein beyond a redshift z ~ 0.5. The exponent ßnt governing 
the outer profile is fairly constant at moderate to low redshifts. 

The larger values inferred at high redshift are poorly deter- 
mined since the fits extend to only ~2 core radii. The value of 
ß fit = 0.76 ± 0.02 seen at z = 0.023 is very similar to the 
inferred value for Coma ßfit = 0.75 ± 0.02 (Hughes 1989). With 
the assumption of an isothermal temperature distribution, this 
implies the spatial density of the ICM falls with radius as 
n(r) oc r~3ßm ~ r-

2-2 jn the outer parts of the cluster. This is in 
good agreement with the true gas density profile examined in 
§ IIIc, below. 

c) The Sunyaev-ZeVdovich Effect 
Another observable effect resulting from the presence of a 

hot ICM in clusters is the diminution of flux in the microwave 

Fig. 6.—Radial profiles of the emission shown in Fig. 5 with fits to the 
isothermal /?-model. Parameter values for the fits are given in Table 2. 
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TABLE 2 
Fits to Surface Brightness Profiles 

20 z (10 3 counts s 1) 6X ßfit 

1.09   1.0 ±0.2 i:0±(X3 1.37 ±0.23 
0.54   2.0 ±0.4 1.5 ±0.3 1.23 ± 0.17 
0.25   10 ± 2 1.2 ± 0.3 0.81 ± 0.05 
0.15   36 ± 10 1.5 ± 0.2 0.85 ± 0.04 
0.070  30 ± 10 3.1 ± 0.4 0.78 ± 0.03 
0.023  84 ± 5 6.1 ± 0.3 0.76 ± 0.02 

background in the Rayleigh-Jeans region of the spectrum due 
to inverse Compton scattering of low-energy photons off hot 
plasma electrons (Zel’dovich and Sunyaev 1969; Sunyaev and 
ZeFdovich 1970). The predicted diminution in radiation tem- 
perature Tr is 

at; 

t. 
-2 J dl<rTne 

kTe 

mec
2 ’ 

(21) 

where ne, Te, and me are the electron number density, temper- 
ature, and mass; <rx is the Thomson scattering cross section; 
and the integral is performed along a given line of sight. Obser- 
vations of this effect are difficult and to date, only a few robust 
detections presently exist (Uson and Wildinson 1988; Birkin- 
shaw 1989) at measured amplitudes of around AT ~ 0.5 mK. 

The expected decrements for the model cluster at different 
look-back times are contour mapped in Figure 7. The data 
have been smoothed using a Gaussian filter with a half-power 
radius of T, except for z = 0.023 which was smoothed on a 
scale of 3'. Contour levels start at 0.1 mK and are spaced by 
factors of lO0,2. 

The cluster decrement is below 0.1 mK with this resolution 
at z = 1.09, but a value of 0.3 mK would be expected with a 

smaller beam of 0!25. At z = 0.54, a 0.1 mK decrement would 
be expected from an experiment with 1' resolution. The central 
decrement increases to 0.4 mK after the merger event at z ^ 0.2 
and remains roughly constant to the present. Viewed at the 
Coma distance, a decrement AT ^ 0.5 mK is present over a 
central 5' region The profile falls off roughly as AT(0) oc 6~2 

beyond 20' at this epoch. Obtaining a clean reference signal to 
detect the central decrement would require a beam throw of 
>40'. 

d) Profiles of the ICM 
Given the particle distribution at any redshift, the cluster 

proper is defined using a group finding algorithm based on 
joining sets of pairs with common members (a “friends-of- 
friends ” algorithm). The pairs are chosen to have separations 
less than 0.1 times the mean interparticle spacing. The center of 
the cluster is defined to coincide with the position of the most 
bound particle in the group. With the cluster center so defined, 
radial profiles of the cluster can be measured directly at each 
redshift. 

Figure 8 shows profiles of density, temperature, radial veloc- 
ity, enclosed mass, pressure and entropy for the gas at redshifts 
z = 1.09, 0.54, 0.25, and 0.0. Physical, not comoving, radii are 
plotted along the abscissa. The profiles are truncated at radii at 
which the total mean interior density is equal to 10 times the 
background value at that redshift. 

At z = 1.09, infall velocities of 500 km s-1 are evident at 
radii r = Mpc onto roughly 4 x lO13/!^1 M0 of gas at 
a temperature T = 5 x 107 K. The infall velocity increases to 
800 km s -1 and the post shock temperatures approach ~ 108 K 
by z = 0.25. This steepening of the shock strength generates a 
temperature profile at z = 0 with a modest positive tem- 
perature gradient T(r) oc r0,3 within Ih^Q Mpc of the center. A 
decrease of the same order T(r) oc r~0 3 follows out to an Abell 
radius RA = 3/iJo Mpc with a sharper drop beyond as one 

Fig. 7.—Maps of the Sunyaev-ZeFdovich decrement AT expected from the simulated cluster at different look-back epochs. The expected decrement is smoothed 
with a Gaussian having half-power radius ah = Y at all redshifts except z = 0.023 which has ah — 3'. Format is otherwise identical to that of Fig. 5. Contour levels 
start at 0.1 mK and are spaced by factors of lO0 2 = 1.58. 
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CIO O J 

1 -1 10 
r (h50 Mpc) 

Fig. 8.—Radial gas profiles for the cluster at different epochs showing (à) particle density, {b) temperature, (c) radial velocity, {d) enclosed mass, (e) pressure, and 
(/) entropy. The different symbols correspond to different redshifts: z = 1.09, open triangles; z = 0.54, asterisks; z = 0.25, open circles; and z = 0, filled circles. 

reaches the infall regime dominated by cooler, weakly shocked 
gas. A central temperature inversion was also exhibited by the 
one-dimensional infall models of Perrenod (1978) and appears 
to be a consequence of the fact that gas collapsing early is 
mildly shocked relative to late-infalling material. 

The present density distribution does not exhibit an obvious 
core radius within which the density rolls over to a constant 
value. However, neither is the density run a pure power law. 
Instead, the logarithmic slope d log p/d log r is shallower in the 
center, with a value ~ —1.5 inside 500 kpc, than in the outer 
parts where d log p/d log r ~ —2.2 at radii r ~ Ih^ Mpc. 
Similar behavior is seen in the observed run of galaxy density 
with radius in clusters, although the observed profiles are sen- 
sitive to the choice of cluster center (Beers and Tonry 1986; 
Merrifield and Kent 1989). Unfortunately, since the X-ray 
emission is proportional to the square of the density, the 
density run in the center can play a significant role in determin- 
ing the overall luminosity of the cluster. Indeed, the total 
luminosity formally diverges for radial gas profiles steeper than 
p(r) ozr~15. It is clear that at some level, extra gas physics 
beyond PdV work and shock heating incorporated here will be 
important to the gas thermodynamics. Radiative cooling, feed- 
back from star-forming regions, conduction, magnetic fields, 
and heating by galaxy motions all may play a role in determin- 
ing the structure and emission from the inner few 100 kpc of 

the cluster. Investigating these effects in detail is beyond the 
scope of the present paper, but some preliminary results for gas 
cooling are discussed in § V. The total luminosity of the simu- 
lated cluster is therefore uncertain because of the present poor 
understanding of the important physics affecting only the inner 
~ 5% of the total gas mass within an Abell radius. 

The formation of the hot ICM can be viewed crudely as 
resulting from a spherically symmetric shock wave moving 
outward (in both an Eulerian and a Lagrangian sense) into 
accreting material. We can locate the approximate position of 
the shock by finding the maximum in the entropy profiles in 
Figure 8/. The maximum moves from ~lhs¿ Mpc to 
Mpc in the roughly 10 billion years between z = 1.09 and 
z = 0, indicating the shock front propagates outward with a 
mean velocity of around 400 km s-1. The formation process 
leaves behind an entropy profile increasing radially as 
s oc 2.7 In (r). 

The shock heating process is not 100% efficient in convert- 
ing the kinetic energy of infall into heat. Subsonic gas velocities 
of around <7gas ~ 300-400 km s “1 (one-dimensional) are found 
in the postshock regions. Again, Perrenod (1978) found similar 
behavior in his models. At z = 0, the ratio of specific energy in 
these motions to thermal energy within an Abell radius is 
small, but nonzero ^laJ(kT/pmp) ^0.13, where <7gas is the one- 
dimensional velocity dispersion of the intracluster gas. 
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Fig. 9.—Radial profile for the dark matter in the cluster at different epochs showing (a) density, (b) velocity dispersion, (c) radial velocity, (d) enclosed mass, (e) 
differential total-to-gas mass ratio, and (/) velocity anisotropy. The different symbols correspond to same redshifts as in Fig. 8. 

e) Evolution of the Dark Matter 
The evolution of the dark matter distribution is shown in 

Figure 9. The density profile evolves in a way similar to that of 
the gas. The degree of segregation of the two components is 
shown in Figure 9e, which displays the local total-to-gas mass 
ratio in spherical shells as a function of radius. If no segrega- 
tion occurs, this ratio will equal the global value of Q,cm =10. 
At early times, the artificial viscosity active in the shock front 
acts to prevent gas particle penetration through the cluster 
center while the collisionless dark matter is allowed to free- 
stream. This results in roughly a 20%-30% enhancement of the 
dark matter density in the inner Mpc. As the system 
evolves, this effect persists but at a lower amplitude of 10%- 
20%. Given this small magnitude, it is fair to say that no 
significant segregation of the two components occurs. 
However, the direction of the effect is always the same—the 
cluster total-to-baryon mass ratio is always slightly enhanced 
over the global value. This statement is not likely to apply at 
radii < lOOhso kpc, where removal of pressure support 
through radiative cooling of the gas could serve to enhance the 
baryonic density relative to the dark matter. 

The velocity dispersion of the dark matter increases slightly 
with time from 900 km s_1 at z = 1.09 to 1150 km s_1 at the 
present epoch. Like the gas temperature, the velocity disper- 
sion at z = 0 shows modest variation with radius, rising gently 
to a maximum at r ^ l/i^1 Mpc and falling beyond this radius. 

Unlike the temperature, the dispersion does not drop off more 
sharply at radii outside the relaxed portion of the cluster r > 
4hs¿ Mpc. This is because the dispersion is conventionally 
defined relative to the center of mass velocity of the cluster, so 
bulk inflow at large radii is included in the estimate. Figure 9c 
shows that infall velocities of 1000 km s_ 1 are common, higher 
than that found for the gas. The deceleration and shock 
heating of the gas as it hits the hot ICM are responsible for this 
difference—the collisionless dark matter is able to fall deeper 
into the potential well of the cluster, thereby generating larger 
radial velocities. 

The anisotropy of the dark matter velocity field is displayed 
in Figure 9fi which shows the anisotropy parameter 

A(r) = 1 - vf(r)/v?(r) (22) 

with i;r(r) the radial and vt(r) the one-dimensional tangential 
components of the velocity at radius r. Radial orbits are clearly 
dominant in the outer parts of the cluster where v, ^ 4vf. 
Within the inner l/i^1 Mpc at present, the orbits are more 
nearly isotropic but retain a radial preference with A ^ 0.2. 

/) Hydrostatic Equilibrium, Mass Modeling, and the 
“ ß-Discrepancy ” 

Mass estimates of clusters from X-ray observations have 
commonly been based on the hydrostatic, isothermal /?-model 
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(Cavaliere and Fusco-Fermiano 1976; Bahcall and Sarazin 
1977; Jones and Forman 1984; Hughes 1989; Fabricant, Kent, 
and Kurtz 1989). The model assumes that both the gas and 
galaxies in a cluster are isothermal and in hydrostatic equi- 
librium within a common potential. The form of binding mass 
profile which generates the potential is generally taken to be a 
King model approximation to an isothermal sphere 

Pb(r) = Pb.olA + (rA'c)2]“3'2 > (23) 

where the central density pbf0, core radius rc, and velocity 
dispersion g are related by a2 = AnGpbt0rll9. With this 
approximation and the assumption of hydrostatic equilibrium 

d\npg{r) _ ^ Mb{r) 
d\nr kT r 9 [ ’ 

the gas density then follows the form given by equation (1), 
where the power-law exponent ß is determined by ratio of 
specific energies ß = a2/(kT/pmp). 

The numerical simulations provide an ideal forum for inves- 
tigating the source of the ^-discrepancy outlined in the intro- 
duction. The underlying assumptions of the isothermal 
/i-model can be checked and the relevant observational quan- 
tities calculated. However, since galaxies are not explicitly 
included in the calculation, an added assumption must be 
made that galaxy trajectories sample fairly the dark matter 
orbits in the cluster. This assumption is valid as long as sec- 
ondary dynamical affects such as dynamical fraction do not 
significantly affect the velocity dispersion of cluster galaxies. 

As a starting point, we can address the question of whether 
the gas is in hydrostatic equilibrium. The radial velocities of 
the gas at z = 0 shown in Figure 8c exhibit no significant net 
inflow or outflow within ~2hsQ Mpc. This indicates that the 
gas within this radius is in hydrostatic equilibrium. As a further 
check, we can directly measure the mean acceleration experi- 
enced by mass elements in radial shells a distance r from the 
cluster center. Figure 10 shows various components of the 
measured acceleration times radius. Line 1 gives the magnitude 

of the radial component of gravity, line 2 gives the mean pres- 
sure gradient, line 3 is the pressure gradient including the 
effects of the artificial viscosity, and line 4 is the total radial 
component of the acceleration (line 3 minus line 1). Line 5 gives 
the mean tangential acceleration as a function of r. Note that 
the artificial pressure becomes important outside of ~3/iJo 
Mpc and peaks at about 5h^o Mpc, consistent with the posi- 
tion of the shock front derived from the entropy profile in 
Figure 8/ Within an Abell radius, RA = 3h¿0

1 Mpc, the artifi- 
cial pressure is negligible. 

The total radial acceleration is negative within 2h^ Mpc 
with an amplitude of roughly 15% that of the pressure gra- 
dient. The velocity amplitude associated with this acceleration, 
~ 500 km s_ 1, is inconsistent with the lack of radial inflow seen 
in the gas velocity field. The solution to this apparent inconsis- 
tency is in noting that the calculated pressure gradient (line 2) 
contains only a thermal contribution, with no allowance for 
kinetic pressure due to the residual velocity dispersion of the 
gas. The ratio of kinetic to thermal pressures is /?gas = 
GlaJ(kT/pmp)9 the measured value of which is /?gas = 0.13. Thus, 
inclusion of kinetic pressure offsets the net negative acceler- 
ation in line 4 and makes the total radial acceleration consis- 
tent with the hydrostatic equilibrium implied by the velocity 
field. 

The second question to address is the accuracy of the mass 
modeling assumed in the isothermal /?-model. Figure 11 shows 
radial profiles of both the gas and the binding (i.e., gas + DM) 
mass distributions at z = 0. The profiles are computed in radial 
bins containing 50 particles and are truncated at a radius 
where the mean interior density dp/p = 170 in an attempt to 
encompass only the relaxed portion of the cluster (Kaiser 
1986). This overdensity is reached at a radius r ^ 3.5/iJo Mpc, 
in good agreement with the “edge” of the cluster one would 
determine from the acceleration data in Figure 10 or the veloc- 
ity data in Figures 8 and 9. These data are fitted to the isother- 
mal ß form 

Plr)=p0,sí\+(rlrc¡sfy^\ (25) 

1 10 
r (h50” Mpc) 

Fig. 10.—Components of the mean acceleration a experienced by particles 
at radius r express as the product ar. Different line types denote different 
components: line 1 {solid), magnitude of the radial gravitational component; 
line 2 (dashed), radial pressure gradient; line 3 (dot-dashed), radial pressure 
gradient including artificial pressure; line 4 (heavy solid), total radial acceler- 
ation; line 5 (long dashed), mean tangential acceleration. 
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Fig. 11.—Binding mass (filled circles) and gas mass (open circles) profiles at 
z = 0 along with fits to the isothermal /?-model profile, eq. (25). Parameters of 
the fits are given in Table 3. 
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TABLE 3 

Mass Profile Fits 

Mass (1015/^o Mq Mpc 3) {h^ kpc) ß x2 Nd{ 

Binding   1.6 ± 0.5 320 ± 50 0.85 ± 0.04 2.2 25 
Gas   0.21 ± 0.04 230 ± 40 0.77 ± 0.03 1.3 20 

where the subscript s denotes either gas (g) or binding mass (b). 
Values of the free parameters in the fit are shown in Table 3. 
Uncertainties of 14% in the density of each bin are based on 
the assumption of Poisson noise in the particle count. The 
reduced %2 and number of degrees of freedom are given in 
Table 3. The poorer fit to the binding mass arises mainly from 
a lump of material between 2 and 3 Mpc. This lump is a 
remnant of the merger event which occurred at z ~ 0.2; the 
material is near the apastron of its first orbit and will turn 
around and fall back into the cluster center on a time scale 
~ 109 yr. In a few crossing times, the material will phase-mix 
and blend into the general cluster distribution. 

The fitted core radii are not much larger than the experimen- 
tal resolution limits, the binding mass core radius is rcb = 320 
± AOhsQ kpc and that of the gas is rc g = 230/i^o

1 kpc. The 
quoted uncertainty in the former value would suggest it is 4 it 
different from the gravitational softening e = 150/i^q1 kpc. 
However, the magnitude of the softened acceleration is 50% 
lower than an r-2 law at a separation r = 2e, so the effect of 
softening is still considerable at radii ~ 300/1^0 kpc. Also, 
results from a higher resolution simulation presented in § V 
confirm that this core radius is an artifact of the gravitational 
softening and so cannot be claimed to be resolved. The core 
radius of the gas distribution is comparable to the resolution 
limit of the SPH and so is also unresolved. These results 
suggest the possibility that traditional “cores” of constant 
density are not a universal phenomenon in clusters, an idea 
supported by some optical studies of galaxy density profiles 
(Beers and Tonry 1986; Merrifield and Kent 1989). 

The outer profile slopes are known to better accuracy, since 
they are determined by a much larger amount of mass than are 
the core radius and central density. The values of ßb = 0.85 
± 0.03 and ßg = 0.77 ± 0.02 indicate that the dark matter 
profile is slightly steeper than that of the gas, although this 
statement is sensitive to the choice of cut off radius for the fit. 
The King model of equation (23), which assumes /?b = 1, does 
not provide the best description for the form of the binding 
potential. The binding mass density in the outer parts of the 
cluster falls off as ~r-2-5 rather than r-3. A similar radial 
density dependence was found by West, Dekel, and Oemler 
(1987) for clusters simulated in a hierarchial model with spec- 
tral index n = — 1, roughly that of CDM on the mass scale of 
rich clusters. 

The gas density outer profile ßg = 0.77 ± 0.02 is consistent 
with the value obtained by fitting the surface brightness profile 
ßnt — 0.76 ± 0.02 using an isothermal temperature assump- 
tion. This indicates that reliable estimates of gas mass may be 
made observationally under the isothermal assumption if the 
gas temperature T is known. Does the value of ß{it also correct- 
ly reflect the ratio of specific energies a2/(kT/fiinp)l At z = 0, 
the dark matter velocity dispersion <r = 1150 km s -1 and mean 
gas temperature T = 7.2 keV measured within an Abell radius 
provide a true value of ß = 1.2. The “spectroscopic” estimate 
ßspec wül reflect this value if measurement errors are small. 

Thus, the simulated cluster displays the same ^-discrepancy as 
observed clusters. 

How this discrepancy arises can be understood by writing 
the equation of hydrostatic equilibrium for an isothermal gas 
including the effect of kinetic pressure which yields 

*kT R n+R ^ GM*(r) 
3  PfitU + Pgas) =   Urn. r 

(26) 

and the corresponding Jeans equation for the dark matter 
including the effects of orbital anisotropy 

3<rr
2[/?DM - 3 

GM»(r) 
r 

Taking the ratio of these two yields 

g2 ^(1+Aas) 
kT/(ßmp) ßDM ~ 2/3 A(r) ' 

(27) 

(28) 

Plugging in appropriate values ß{it ~ ßg — 0.76, /?gas = 0.13, 
/?dm == 0.85 and A 0.2 produces a value ß = 1.2, which is the 
true value. The fiducial form of the hydrostatic isothermal 
/?-model assumes /?gas = 0, /?DM = 1, and A(r) = 0, which leads 
to ß = ßnt. The source of the ^-discrepancy is thus attributable 
to ignoring incomplete thermalization of the gas and poorly 
modeling the dark matter density distribution by assuming 
ßDM = 1 and A(r) = 0. Each of these corrections is only a 
~ 15% effect, but they all push in the same direction of making 
ß>ßnv 

Finally, we can ask the simple question of how accurate are 
the binding masses estimated using the simplest form of the 
hydrostatic isothermal /?-model. The predicted form of the 
binding mass using equations (1) and (24) is 

Mft(r) = 3^G-1 kT } (r/rc a)
2 

mp 1 + ('•/''cg)2 

= 1.1 x 1014/?9 
t r (r/rc„)2 

keV Mpc 1 + (r/rc g)
2 Ma (29) 

Figure 12 shows the comparison of the true mass profile with 
this estimate based on the fitted gas parameters ßg and rc g in 
Table 3 and temperature T = 7.2 keV. The model underesti- 
mates the true binding mass by roughly 30% at radii smaller 

r (h50 
1 Mpc) 

Fig. 12.—Binding mass predictions based on the hydrostatic, isothermal 
/?-model compared to the actual enclosed mass profile {filled circles) of the 
model cluster at z = 0. The solid line is the uncorrected estimate given by eq. 
(29), while the dashed line shows this estimate corrected by a factor of 1.3. 
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than the Abell radius. Roughly half of this underestimate is due 
to ignoring gas kinetic motions. The remaining ~15% effect 
may arise from the fact that the temperature is not exactly 
isothermal. Using the local values of the temperature in the 
above estimate would boost the estimated mass around Ih^ 
Mpc by about 15%. At any rate, taking these effects into 
account by simply multiplying equation (29) by a fudge factor 
of 1.3 yields an excellent fit to the mass profile within an Abell 
radius, as indicated by the dashed line in Figure 12. 

IV. COMPARISON WITH COMA AND A2256 

It is instructive to make a more detailed comparison of the 
model with Coma and A2256—two rich, nearby clusters 
studied extensively in X-rays by Hughes (1989) and Fabricant, 
Kent, and Kurtz (1989), respectively. It should be emphasized 
that a carbon copy of a particular cluster is impossible to 
guarantee from Gaussian random initial conditions. Some 
level of disagreement between the model and either Coma or 
A2256 is therefore to be expected and need not be considered a 
failure on the part of the model. To properly address the 
general compatability of the models with observations requires 
examination of ensemble properties (parameter correlations, 
abundance distributions, etc.) which will be done in Paper II. 
However, it is worth examining the similarities and differences 
between the model cluster and Coma and A2256 in order to 
gain some insight into the dynamical history of these real clus- 
ters. Table 4 presents a summary of observed quantities for the 
observed clusters along with those for the model when viewed 
at the appropriate distance. 

With a rest frame 2-10 keV luminosity of Lx = 7.5 x 1044 

ergs s~ \ the model is as luminous as Coma (Lahav et al. 1989) 
and slightly dimmer than A2256 with Lx = 1.0 x 1045 ergs s-1 

(Fabricant, Kent, and Kurtz 1989). Comparison of the surface 
brightness profiles shown in Figure 13 indicates that the emis- 
sion spanning roughly two decades in flux from 10-2 to 10-4 

counts s"1 arcmin-2 is very similar in the model and observed 
clusters. Near the center, the model tends to produce more 
X-rays than the real clusters. The central excess seen in a simu- 
lation without radiative cooling suggests that processes which 
tend to lower the central gas density may be important in 
non-centrally concentrated clusters (the nXD classification of 
Jones and Forman 1984) such as Coma and A2256. Thermal 
feedback during the galaxy formation era to preheat the gas to 
~107 K (discussed in the next section), heating by galaxy 
motions and conduction (assuming a temperature inversion as 

6 (arcmin) 
Fig. 13.—Comparison of the model cluster’s surface brightness profile with 

data for Coma (filled circles) and A2256 (filled triangles). The model distribu- 
tion at z = 0 is placed at a redshift z = 0.023 to compare with Coma, with 
results shown by open circles. The model output at z = 0.07 is adjusted to the 
distance of A2256 (z = 0.06) to produce the open triangles. Parameters from 
fits to these data are given in Table 4. 

seen in the model) are all possible mechanisms. Note, however, 
that the nXD class is actually a minority of all clusters, only 
eight out of the 46 clusters in the sample of Jones and Forman 
belong to this class. The majority of clusters have smaller core 
radii and higher central surface brightness, comparable to that 
seen in the model. 

The mean, mass-weighted temperature of the gas in the 
simulation T = 1.2 keV is comparable to the mean tem- 
perature of the ICM in Coma T = 7.5 ± 0.2 keV (Hughes 
1989) and A2256 T = 7.4 + 1.0 keV (Fabricant, Kent, and 
Kurtz 1989). The radial distribution of gas temperature is not 
known for A2256, but there are some indications for Coma 
that the gas is close to, but not perfectly, isothermal. Hughes, 
Gorenstein, and Fabricant (1988) fit EXOSAT ME spectra 
taken in four 45' fields, one centered on Coma and the other 
three displaced 45' (roughly 2h$¿ Mpc) to the south, east, and 
west, respectively. They found the center field to be ~15% 
hotter than the off-center fields, indicating a temperature 
profile falling outside of Mpc. Hughes ei al. (1988) 

TABLE 4 
Comparison with Coma and A2256 

Observation Model Comaa A2256b 

¿2-10 keV (hso 1044 ergs s l) 
T (keV)   
<7(kms-1)    

Au   
E0 (10 3 IPC counts s x) 

  
Predicted Mb ( < RÁ) (1015 M0) . 
Actual Mb(<RA)(1015 M0) .... 

7.5 
7.2 

1150 
1.2 

0.76 ± 0.02 
84 ±5 
40± 13 

240 ±8 
2.4 
2.3 

7.4 ± 0.4 
7.5 ± 0.2 

1130 ± 220c 

1.1 ± 0.4 
0.75 ± 0.02 

23 ±2 

380 ± 15 
2.4 

? 

10 ± 1 
7.4 ± 1.0 

1300 ± 100 
1.4 + 0.3 

0.83 ± 0.06 

15 ±5 
520 ± 50 

2.6 
? 

8 X-ray data taken from Hughes 1989. 
b X-ray and optical data taken from Fabricant et al. 1989. 
c From Fitchett and Webster 1987. 
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performed spectral fits to data from the Tenma satellite subject 
to constraints provided by images of Coma from Einstein. 
Their analysis indicated a departure from isothermality at the 
90% confidence level. To properly compare these results with 
expectations from the numerical model would require simu- 
lated observations and data reductions performed on the 
model in a manner as similar as possible to the actual observa- 
tions. This is clearly worth doing but is beyond the scope of the 
present paper. The radial temperature distribution of the gas 
shown in Figure 8b indicates that the temperature does fall by 
~20% between 1 and 2b¿0

1 Mpc, roughly the amount seen in 
Coma. However, one should be wary of such a simple eyeball 
estimate when looking for such a small effect as it is possible 
that the large emission measure from the cooler gas interior to 
Ib^o1 Mpc will produce a lower central temperature estimate. 

The velocity dispersion <7 = 1150 km s_1 of the model rep- 
resents the rms one-dimensional velocity of particles within an 
Abell radius of the cluster center. There is some ambiguity in 
the value of a for Coma. The listed value of cr = 1130 ± 220 
km s_1 is taken from an analysis by Fitchett and Webster 
(1987) of the Kent and Gunn (1982) data set. Fitchett and 
Webster applied a standard “ 3 <7 clipping ” algorithm (Yahil 
and Vidal 1977) to galaxies in the central 20' of Coma, resulting 
in 54 candidate cluster members which produced the quoted 
velocity dispersion and uncertainty. Their statistical analysis 
also indicated the possible presence of two subcomponents 
within the cluster with individual velocity dispersions of 
1240 ± 230 km s-1 and 880 + 140 km s-1. The situation is 
further complicated by the fact that the measured velocity dis- 
persion is a function of projected radius from the cluster center. 
However, this is also true for the simulation, as shown in 
Figure 14. Qualitatively the model profile resembles that of 
Coma—rising in the center to a maximum at roughly 10' and 
falling at larger radii. All clusters exhibit the ^-discrepancy at 
some level. Values of ß{it = 0.76 ± 0.02, 0.75 ± 0.02, 
0.83 ± 0.02 are determined from the surface brightness fits of 
the model, Coma and A2256, respectively while the spectro- 
scopic values are ßspec = 1.2, 1.1 ± 0.4, 1.4 ± 0.3. The large 
uncertainty in the value of/?spec for Coma reflects its controver- 

Fig. 14.—Line-of-sight velocity dispersion ar as a function of projected 
distance from the cluster center 0 is shown for Coma {filled circles) and the 
model viewed along the z-axis of the simulation (open circles). 

r (h5o 1 Mpc) 
Fig. 15.—Binding mass estimates for the Coma cluster based on the hydro- 

static, isothermal /?-model without {solid) and with {dashed) the correction 
factor of 1.3. Data points refer to previous estimates in the literature based on 
optical (Kent and Gunn 1982, solid triangle; The and White 1986, solid 
diamond; and Merritt 1987, solid circle) and X-ray data (Hughes et al. 1988, 
open star, and Hughes 1989, open circles). 

sial nature—one could have picked a central temperature of 
9.5 keV (Hughes 1989) and combined it with a lower estimate 
of a at larger radii (Fig. 14) to produce a value /?spec < 1. 

The similarities between the model and the observed clusters 
prompt an estimate of the binding mass of Coma and A2256 to 
be made using the corrected hydrostatic isothermal /?-model. 
Figure 15 shows the predicted binding mass profile for Coma 
based on equation (29) with the observed values of T, /?fit, and 
rc both with (dashed line) and without (solid line) the correction 
factor of 1.3. Also shown are previous estimates based on 
optical (Kent and Gunn 1982; The and White 1986; Merritt 
1987) and X-ray (Hughes 1989) data. The value of the binding 
mass at l/i^1 Mpc appears well determined at M = 7.0 
x lO14/^1 M0 to an accuracy of around 10%. The estimates 
at large radii are sensitive to the run of density in the assumed 
mass model. For the optical studies with a mass-traces-light 
assumption, the mass at large radii increases weakly with 
radius M(r) oc r. This generates the discrepancy in the predic- 
tions at r > 5hs¿ Mpc. However, the dynamics of the model 
indicates that the virial regions of Coma and A2256 do not 
extend beyond an Abell radius, so mass estimates based on the 
virial theorem cannot be trusted beyond radii r ~ Mpc 
(as seen in Fig. 12). Estimates for the binding mass within a 
Abell radius for Coma and A2256 are listed in Table 4, includ- 
ing the factor of 1.3. The uncorrected estimate for Coma is 
Mb ^ 1.8 x 1015 M0, close to the value of Mb ^ 1.5 x 1015 

Mq produced by Hughes et al (1988). 

V. SENSITIVITY TO INITIAL CONDITIONS 
AND NUMERICAL PARAMETERS 

In this section, results of six runs designed to test parameter 
sensitivity are presented and discussed. Table 5 lists the models 
and describes their distinguishing characteristic relative to the 
model discussed in the previous sections, referred to as model 
M. Model DT uses a time step which is twice the value used in 
model M. Models VI and V2 vary the artificial viscosity coeffi- 
cients, spanning a factor ~ 2 range around the values used in 
model M. The effect of the initial gas temperature is explored in 
runs T1 and T2, for which T¡= 107 and 108 K, respectively. 
Finally, model CP is a high-resolution run with 65,536 total 
particles which includes radiative losses in the gas thermal 
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TABLE 5 
Description of Test Runs 

Run Description 

M   “ Standard ” model 
DT  <5i = 3.8 x KT/iJo1 yr 
VI   = 1, a2 ^ 3.5 
V2   ai = 0.25, a2 = 1.75 
Tl   7] = 107 K 
T2   t; = 108 K 
CP   Cooling on, Np = 65,536 

history. The initial particle displacement field for the 323 run 
was determined from that of the 163 model by interpolation 
using a Gaussian kernel with a = 0.85(L/16). In all other runs, 
the initial displacement field is identical to that of model M. 

The final density and temperature profiles for these runs are 
shown in Figure 16. The limiting hydrodynamic resolution hmin 
of model M is indicated for comparison. Decreasing the time 
step a factor 2 has the effect of degrading the central resolution 
because the Courant condition presents a more stringent limit 
on the value of h than does the discreteness condition in the 
cluster center. Thus, model DT departs from the model M 
solution for radii r ;$ 300h¿o

1 kpc. The enhanced density and 
cooler temperatures seen in this central region are numerical 
artifacts arising from the inability to resolve pressure gradients 
on this scale. Kinetic pressure is responsible for roughly half of 
the support of the core. The solutions outside 300^^o

1 kpc are 
in very good agreement. Varying the viscosity coefficients has a 
smaller effect on the solutions. For radii r > 300/iJo1 kpc, there 
is good consistency among the solutions. 

Since gas will not be compressed back into the cluster if put 
on a sufficiently high adiabat, varying the initial temperature 
has no significant effect until temperatures at which the initial 
entropy approaches the minimum value resolved in the cluster 
center. This will be true for redshifts z < 10 where Compton 
cooling is inefficient. The ambient cosmological density at the 
initial redshift zf = 7 is 512 times larger than the present 
cosmological density. Thus to affect the cluster mass presently 

within a radius where the overdensity ôp/p = 512 for a cluster 
with plasma temperature Tc would require an initial tem- 
perature 7; > Tc ~ 108 K. Model Tl, with 7; = 107 K, should 
limit the central density to ôp/p < 1.6 x 104 or n<> 1021 

cm-3. This is within a factor of 2 of the value seen in Figure 16. 
If the initial temperature is raised to 108 K (model T2), then gas 
with densities lO-3*6^2 cm-3 will be on too high an 
adiabat to collapse. Again, the simulation shows that the final 
cluster central density is limited to within a factor of 2 of this 
value. The energies involved in these hot initial conditions are 
not too restrictive. The internal energy of isothermal gas is 

<»> 

To produce this much energy from Ns sources each with Ms = 
10iOhso Mq of baryonic fuel would require an efficency 

 = 0J0O2 ( Mgas y T \ 
NsMsc

2 Ns V1013W mJVK)7 K,/* (31) 

Thus, I0í3hs¿ Mq of gas in the core of a rich cluster could be 
preheated to a temperature up to 107 K by a single source with 
a rather modest efficiency e~10-3 characteristic of that 
expected from normal stellar processes alone (Bookbinder et 
al 1980). 

The higher resolution run with radiative cooling exhibits a 
poorly resolved cooling flow which consumes ~1013hso Af0 
of baryons within lOOh^1 kpc of the cluster center by the 
present day. The density profile is therefore sharply peaked 
toward the center, with p(r) oc r“3 5 for radii between 100 and 
200h^Q kpc. The temperature plummets almost an order of 
magnitude in this region. Outside of 300/i¿o

1 kpc, the density 
profiles of model CP follows closely that of model M. The 
temperature between 300 and lOOh^ kpc is larger by up to 
50% in the model CP. The source of this difference is not 
entirely clear: it may be due to better resolution of shocks in 
the early stages of the cluster formation. Much better agree- 
ment in the temperature profiles is found at larger radii. The 
mass weighted temperatures within an Abell radius for models 
CP and M agree to within 7%. 

Fig. 16—Density and temperature profiles for the test runs and the fiducial model M at the final epoch. The resolution limit hmin for the 163 particle models is 
indicated. 
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Fig. 17.—Fits to the X-ray surface brightness of selected models are com- 
pared to the data for Coma (solid circles). Model T1 which began with an 
enhanced ICM gas temperature 7] = 107 K at z¡ = 7 provides a good match to 
the Coma central brightness. 

Fits to profiles of the cluster X-ray emission resulting from 
some of these test runs are shown in Figure 17. The Coma 
Cluster data are shown for comparison. The cooling flow 
model CP exhibits significantly enhanced core emission, 20 
times above the observed central level in Coma. The total 2-10 
keV emission of this run is double that of model M (and 
Coma), with all of the extra emission coming from the inner 
~200hso kpc. Model VI with slightly larger viscosity coeffi- 
cients has a central emissivity ~25% lower than model M, but 
outside the unresolved core agreement is good. Model V2 is 
indistinguishable from Model M on this plot and so is not 
shown. 

Increasing the initial entropy to very high values, as in 
Model T2, produces very extended, low surface brightness 
emission. Since the collisionless component is not affected by 
the initial gas temperature, this cluster has a velocity disper- 
sion roughly equal to that of Coma but an X-ray luminosity a 
factor 10 smaller. With the more modest initial temperature of 
107 K (Model Tl), the central density and hence emissivity are 
reduced by small factors. In this case, the central surface 
brightness agrees very well with that observed in Coma. 

To summarize, the tests show that the solution for the 
poorly resolved inner ^SOO/i^q1 kpc region of the cluster is 
sensitive to numerical parameters and assumed physics. This 
region contains only ~5% of the total mass within an Abell 
radius. The structure exterior to this core is much more robust. 
The central surface brightness and hence total luminosity can 
be varied according to the assumed input physics. The initial 
gas entropy can be used to limit the final central density of the 
cluster and thereby reduce its X-ray emission. Alternatively, 
gas on initially low adiabais can reach sufficiently high den- 
sities where radiative cooling becomes important. This serves 
to enhance the central gas density and X-ray surface bright- 
ness. Clearly, more work needs to done on resolving the im- 
portant physical processes which compete to control the 
thermodynamics of the cluster core gas. Spherically symmetric 
models tailored to follow the evolution of the cluster core com- 
ponent (e.g., Meiksin (1989)) are presently more appropriate 
for addressing these issues in detail. 

VI. SUMMARY 

The thermodynamic history of the hot ICM in a cluster of 
Coma richness was examined using a numerical simulation 
incorporating three-dimensional hydrodynamics of a col- 
lisional baryonic component within a self-consistently evolving 
dark matter mass distribution. The model evolves to states at 
low redshifts whose X-ray and “optical” (i.e., collisionless) 
properties are strikingly similar to Coma and A2256. The ellip- 
tical X-ray isophotes seen at z = 0 in the simulation are rem- 
nants of a merger event which took place at z = 0.2, roughly 
3/iJo billion years ago. The similarity in morphology between 
the model’s isophotes and those of Coma and A2256 hints 
strongly at the possibility that these clusters also suffered mod- 
erate merger events in the recent past. The model also indicates 
that clusters of Coma richness should display a Sunyaev- 
Zel’dovich central decrement of ~0.5 mK, a level comparable 
to that seen in A665 and A2218 (Uson and Wilkinson 1988; 
Birkinshaw 1989). 

The central X-ray emission in the model is enhanced by a 
factor 2-3 relative to the real clusters, a direct result of the fact 
that the simulated density profiles of both the gas and dark 
matter show no signs of a resolved, constant density core. 
Larger simulations with resolving power to ~ lOO/i^1 kpc also 
failed to generate a resolved core radius. Tests showed that the 
solution to the structure outside of 300/iJo1 kpc, where ~95% 
of the cluster mass resides, is robust. 

The simulation exhibited the same discrepancy in the two 
ways of estimating the ratio of specific energies ß = 
G2/(kT/fimp) as is observed. An estimate based on the hydro- 
static isothermal /?-model and a fit to the surface brightness 
profile resulted in a value less than one while a direct measure- 
ment using the actual dark matter velocity dispersion a and 
gas temperature T produced a value greater than one. The 
sources of the discrepancy were discovered to be incomplete 
thermalization of the gas <jgas ^ 0.13(kT//Limp) and poor model- 
ing of the binding mass distribution by an isotropic King 
approximation to an isothermal sphere. However, it was 
demonstrated that estimates of the binding mass within an 
Abell radius of systems of Coma richness can be made to 
~10% accuracy with this model using a simple correction 
factor of 1.3 to account for the above omissions. When applied 
to Coma and A2256, this yields estimates for the binding mass 
within an Abell radius of 2.4 and 2.6 x 1015h^Q M0, respec- 
tively. 

The simulated cluster was assumed to have formed in a 
CDM dominated universe with cosmological parameters 
Q = 1,Dicm = 0.1, h50 = 1, and a normalization expressed as a 
bias parameter of b = 1.7. The gas density pg, temperature T, 
mass M0, luminosity Lx, central Sunyaev-Zel’dovich decre- 
ment AT, and viewing redshift z scale with baryon fraction 
Dicm> Hubble constant h50, and normalization b according to 

PgCch2
50 ccQlCMb~3 , 

T oc h-1 , 

Mg oc h5QÍllCM , 

Lx ^ ^50 ^ÍCM ^ 3 5 » 

AT oc h^0illCMb 4 , 

1 + z oc fr-1 . 

These scalings allow the results to be translated into different 
cosmological settings. The temperature is least sensitive to 
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these parameters, depending only on the spectrum normal- 
ization. The density, luminosity, and SZ decrement are most 
sensitive to cosmology. Paper II will examine a catalog of 
simulated clusters and address the feasibility of using charac- 
teristics of the cluster population to place constraints on 
parameters of the CDM cosmology. 
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helpful suggestions. This work was supported by The Miller 
Foundation of Basic Research in Science at the University of 
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