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ABSTRACT 

Models of active galactic nuclei (AGNs) suggest that thermal material may exist within the central engine 
itself, on scales as small as 1015 cm. Relatively cool clouds could then reprocess part of the nonthermal con- 
tinuum and affect the observed spectrum. This paper discusses the thermal and ionization equilibrium of dense 
clouds in very intense radiation fields. The numerical techniques and assumptions used to model this 
environment are described in detail, and test cases illustrating the approach to LTE are considered. Calcu- 
lations show that clouds with densities >1014 cm“3 could attenuate and harden the soft-medium-energy 
X-ray continuum, while simultaneously producing a thermal continuum in the infrared and optical regions. 
These effects are in the sense required to account for the observed infrared-X-ray continua of AGNs. A sim- 
plified treatment of thermal clouds within the continuum-forming region, suggested by the numerical calcu- 
lations, is outlined. This should form the basis for further development of the theory of dense thermal clouds 
in AGNs. 
Subject headings: galaxies: nuclei — galaxies: X-rays — radiation mechanisms 

I. INTRODUCTION 

The gas responsible for the broad emission lines from active galactic nuclei (AGNs) has a density ~ 1010 cm 3 and is believed to 
be photoionized by continuum radiation from a region ~ 103 times more compact. The configuration, dynamics, and confinement 
mechanism for thermal gas in AGNs are uncertain. There is, however, no obvious reason why clouds should not exist closer to the 
center—perhaps even within the central continuum source itself (with dimensions <1015 cm). To survive so close to the central 
continuum, clouds would have to be much denser than in the broad-line region (i.e., N > 1010 cm 3); radiative cooling (ccN2 per 
unit volume) could then balance the fiercer heat input. Models for AGNs do not tell us how much such gas exists; still less do they 
tell us the confining pressure or the covering factor. However, it would be remarkable (especially if the primary power were provided 
by accretion onto a massive object) if the entire domain 1015-1018 cm from the central mass were devoid of gas and completely 
transparent to the central continuum. It seems highly likely that some of the nonthermal continuum would be reprocessed before 
getting out to the broad-line region, perhaps by a population of clouds smaller and denser than those responsible for the emission 
lines. Because of the higher densities, the reemitted radiation would not necessarily resemble the emission from the broad-line 
clouds—indeed, clouds squeezed to sufficiently high density deep in the centr é potential well might radiate almost like blackbodies. 

Even if the primary radiation were purely nonthermal, absorption and reemission by such clouds would imprint characteristic 
features on the spectrum (Guilbert and Rees 1988). One would expect photoelectric absorption of X-rays, thermal UV continuum 
emission, and possibly line features (which would be exceedingly broad owing to the inevitably large Doppler effects). In this paper, 
we calculate the thermal balance for gas clouds at N ^ lO10 cm“3 exposed to continuum radiation whose effective energy density 
may be far larger than that to which the “traditional” emission-line clouds are themselves exposed. This radiation may have an 
energy density equivalent to that of blackbody radiation at 7^ > 104 K (since aT4 « L/4nr2c, a simple estimate confirms thát this is 
fulfilled for r < 1015 cm in quasars). We stick to idealized models, without attempting to model any specific geometry or radial 
dependence. However, we try to take full account of the extra processes that come into play when the particle and photon densities 
are much higher than in the broad-line region and conclude that a population of such compact and ultra-dense clouds could 
perhaps account for some features of quasar spectra. 

At ordinary densities, the ionization equilibrium is determined essentially by the well-known ionization parameter, the ratio of 
ionizing photon density to hydrogen density: conditions depend essentially on N/r2 rather than on N or r separately. However, at 
high densities the deviations from this simple scaling law become progressively more serious. For instance : 

1. When the brightness temperature of the nonthermal continuum in the optical band is greater then 104 K, the occupation 
number of photon states may be greater than 1. The ionization equilibrium is then influenced by stimulated recombinations and 
de-excitations. 

2. The recombination and photoionization time scales are not enormously larger than the time scale for bound electrons to 
cascade down to the ground state. Therefore the population of excited levels is significant (and ionization and stimulated de- 
excitation from these levels must be taken into account). 

3. At high densities, the rates of collisional processes are correspondingly high. In § II, we describe these processes explicitly and 
explore “test cases” when the incident radiation has the shape of a 5 x 104 K blackbody spectrum. We calculate the relative 
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contribution of different processes to the approach to LTE at high densities. We then (§ III) consider the thermal balance of a cloud 
exposed to a nonthermal power-law continuum with the form expected in AGNs. Compton heating and cooling and photoioniza- 
tion are often competitive: when the former processes dominate, the gas establishes an equilibrium temperature ~107—108 K 
(depending on the continuum slope and the hard X-ray cutoff), but Comptonization becomes less competitive with bremsstrahlung 
and recombination as N increases, and the temperature falls closer to Tu. After calculating the properties of a single cloud, we than 
consider the absorption and reemission if the central continuum source in AGNs—a region 1015 cm in size, filled with relativistic 
particles, kilogauss magnetic fields, and perhaps electron-positron pairs—contained, embedded in it, a thin mist of such clouds, 
individually small enough to be treated as homogeneous (and with a small volume-filling factor) but collectively capable of 
absorbing and reprocessing a substantial fraction of the continuum. Our calculations suggest that absorption and reemission by 
such clouds may, respectively, flatten the apparent continuum at 1-10 keV and enhance the UV emission. We do not, in the present 
paper, discuss realistic models for the geometry of the cloud distribution, and how the cloud parameters might depend on distance 
from the central object. Our studies of the radiative equilibrium of high-V clouds nevertheless provide a basis for developing such 
models. 

II. METHODS, PROCESSES, AND TEST CASES 
This section outlines the treatment of hydrogen ionization and thermal equilibrium in version 69 of the spectral synthesis code 

“CLOUDY.” The code has been designed to be as general as possible (but limited to nonrelativistic regimes which are not 
Compton-thick) while remaining computationally expedient. Since a detailed discussion of the methods and assumptions has not 
been presented before, we describe these in some detail here. We concentrate here on the hydrogen atom and its effects upon the 
ionization and temperature of the gas; detailed discussions of the treatment of the other 12 elements will be presented in future 
papers. Similar discussions of hydrogen line formation, focusing on the density range N < 1011 cm-3 appropriate to emission-line 
clouds, can be found, for instance, in Mathews, Blumenthal, and Grandi (1980) and Drake and Ulrich (1980). Osterbrock (1974), 
Davidson and Netzer (1979), Kwan and Krolik (1981), Halpern and Grindlay (1980), Weisheit, Shields, and Tarter (1981), Kallman 
and McCray (1982), Hubbard and Puetter (1985), Vernazza, Avrett, and Loeser (1981), and Avrett and Loeser (1988) also discuss 
line formation and ionization and thermal equilibria. 

a) The Continuum 
The primary continuum (from the central object) is assumed to be the only source of heat and ionization for the clouds. The 

energy interval 2.7 eY-100 keV is divided into 250 energy bins with (roughly) logarithmically increasing width. This allows the full 
treatment of optical depth effects and diffuse reemission by the gas in the standard manner (Osterbrock 1974; Davidson and Netzer 
1979), as well as direct numerical integration of cross sections over the depth-dependent continuum. The cloud is divided into a large 
number of zones (when continuous optical depths are significant) and the attenuated continuum and physical conditions are then 
determined within each. For the conditions of interest here the main opacities are photoelectric and free-free absorption, electron 
scattering (of both bound and free electrons), and the damping wings of Lya; the main reemission mechanisms are free-free and 
free-bound emission. Continuous absorption and reemission by all ground states, and many excited states, of all 166 ionization 
stages of the 13 elements in the calculation are explicitly included. 

Photons outside the energy range treated by direct numerical binning also interact with the gas. The very high energy (/iv > 100 
keV) continuum is responsible for heating and ionizing the gas by Compton scattering and pair production in the electric field of the 
nucleus. The thermal clouds we consider here are likely to be transparent to this radiation; it is then only necessary to integrate 
cross sections over the high-energy (100 keV <hv< 100 MeV) continuum one time rather than for each zone. This is done 
numerically by integrating over each decade in energy with a 32 point Gaussian quadrature at the beginning of the calculation, and 
then correcting only for the r 2 dilution of radiation when the geometry is spherical (we assume a plane-parallel geometry in the 
present application). The treatment of Compton energy exchange is discussed below; cross sections for pair production are taken 
from Heitler (1954). The positron is assumed to be thermalized before annihilation, and the number of resulting secondary electrons 
and the net heating efficiency, are taken from Shull and van Steenberg (1985). Heating due to pair production is, however’ 
insignificant in the present context. ’ 

The low-energy continuum between A = 1 mm « 1.2 x 10" 3 eV and 2.7 eV is treated similarly. These energies are important for 
free-free heating, Compton cooling, and induced Compton heating, photoionization of excited states (n > 3) of hydrogen, and dust 
heating (although the present calculations are dust-free). The main opacity source in this spectral region is free-free opacity with the 
cross section given by 

<rff(v) = 3.69 x l08gUv, T)v^T-l'\l - exp (-hv/kT)] cm2 (1) 
A z 

for the conditions of interest here (see, for example, Mihalas 1978). The sum is over all ions N+z of element A. The temperature 
averaged Gaunt factor gm(v9 T) is taken from Karzas and Latter (1961). In the following we will consider gas at a thickness R into 
the cloud to be transparent to photons with energies above a critical frequency such that 

<rff(vc)iVeíír = 1 (2) 

and optically thick at lower frequencies. Gas “ sees ” the incident continuum for v > vc, and the Planck function for the local electron 
temperature at frequencies v < v£. With the exception of this variable low-energy cutoff, the low-energy continuum is treated 
correcting only for the r 2 dilution of radiation and electron scattering opacity. (Free-free emission and absorption are treated 
cell-by-cell within the numerically binned continuum, of course.) 
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b) The Model Hydrogen Atom 

We are concerned with an environment which may not be far from LTE; both the radiation and particle densities are high (by 
interstellar medium standards), and both collisional and radiative (stimulated and spontaneous) effects are important. 

Hydrogen is treated as a 10 level atom. Level 2s and 2p are treated separately, while 3 < n < 6 are treated assuming full /-mixing. 
The atom is completed with three supplementary levels chosen to mimic the average properties (averaged over level population 
assuming LTE at Te ~ 104 K) of levels 7-10, 11-20, and 21-100, respectively; inclusion of these levels is necessary because 
recombination (both collisional and radiative) to high-n levels can eventually populate the lower levels which produce the observed 
lines. The atomic data for the upper three levels are given in Cota (1987); the approximation and its behavior in the low-density limit 
will be the subject of a future paper (Cota and Ferland 1988). 

Tests in the low-density, or nebular, limit show that the model atom predicts level populations and emissivities which are in much 
better than 1% agreement with Seaton (1959), who also assumed a well /-mixed hydrogen atom but considered many more levels. 
The three supplemental states are well coupled to the continuum for the conditions of interest here, so their main effect is to increase 
the populations of low levels by radiative and collisional de-excitation. Pressure shielding lowers the ionization potential of the 
atom to include typical energies within the level representing 21 < n < 100 when the density is greater than Ne ~ 6 x 1014(T/105 K) 
cm-3 (Mihalas 1978). As a result we will overestimate the population of the highest level, and hence the neutral hydrogen density, by 
a small amount. We compensate for this effect by not counting the highest fictitious level in the summation over level populations to 
determine the neutral hydrogen fraction in the charge-conservation equation. 

Departure coefficients, rather than actual level populations, are used in the solution of the hydrogen level populations. The LTE 
relative population density for level n is 

P? = N„Nt 
= 9n\ 

h2 V 
InmkT ) 

3/2 
cm (3) 

where gn is the statistical weight, N* is the LTE population of level n (cm 3), and the other symbols have their usual meaning. The 
departure coefficient is then 

bn = NJP*nNeNp (4) 

where Nn is the actual population of the level. 
The next subsections describe the assumptions used to determine the level populations. Two test cases, the approach to LTE with 

both high particle and photon densities, are then presented. We will be interested in a situation where the electron temperature and 
radiation energy density are of order - 50,000 K (Guilbert and Rees 1988), so test cases with these conditions will be considered in 
detail. 

c) Optical Depths and Radiative Transfer 
Unlike the usual situation in the interstellar medium, and even in the emission-line clouds of QSOs, the correction for stimulated 

emission is important for the radiation densities we anticipate. The physics governing such a circumstance is described, for instance, 
by Mihalas (1978). The line center optical depth for a transition u-n, where u is the upper level, is given by 

dTun 
= GUn(Nn Nu gn/gu)dr , (5) 

where the absorption cross section oun is related to the oscillator strength fby a = ni/2e2tf/mcv9 with v the linewidth (cm s_1), as 
determined by the local electron temperature (we assume that microturbulence is absent). Continuum optical depths for level n are 
given by 

drnK(v) = ffnK(v)iV„[l - exp (-hv/kT)/bJdr . (6) 

The emission from a transition between the level n to a lower level l is then simply 4nj(nl) = NnAnlhvnlß(Tnl), where ß(tnl) is the 
escape probability (Elitzur et al. 1983 ; Elitzur 1984). 

d) The Collisional Rate Equations 
Considering only collisional terms, the departure coefficient for level n is given by 

-^ = lb,Cnl + Z-buCu, î>„[l Q, + I ^ Cun + C„K(1 - V1)] , (7) 

where the sums are over upper and lower levels. The collision rates (s- x) are denoted by C^. The first term on the right-hand side is 
collisional excitation to n from lower levels, the second is collisional de-excitation to n from higher levels, and the last term accounts 
for destruction processes. These include collisions to lower levels, upper levels, and the continuum. The factor multiplying the 
collisional ionization rate CnK accounts for collisional ionization less three-body recombination. Note that this is often a net 
recombination process for the atom since, under many circumstances, bn< 1. 

Figure 1 shows a test case where collisional processes are dominant. All of the radiative processes discussed below are actually 
included, but the intensity of the external continuum is set to a very low (and hence negligible) value. As a result collisional and 
spontaneous radiative processes are dominant. The electrons are given a temperature of 50,000 K, and the level populations and 
ionization of the gas are determined by solving the full set of equations of statistical equilibrium. The model is of a very thin cell of 
gas which is optically thin in the lines and continuum. Departure coefficients for the ground state, 2s, 2p, and 4 are shown. 
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Fig. 1. Equilibrium populations of the ground state and levels 2s, 2p, and four of the 10 level hydrogen atom are shown as a function of the total hydrogen 
density NH. The radiation field is set to a very low intensity, and the column density is kept small enough for optical depth effects to be negligible. A constant electron 
temperature of 5 x 104 K is assumed, so the gas is primarily collisionally ionized and excited. Levels 2s and 2p do not mix until a density of nearly 1014 cm-3 is 
reached, and do not come into LTE until the density is nearly 100 times higher. The entire atom is nearly in LTE at densities greater than 1018 cm " 3. 

As is well known, the ground state is overpopulated relative to its LTE value when upward collisional processes are much slower 
than downward radiative processes; it is only when the collisional rates approach the radiative rates that hi approaches unity. The 
2s level also has a large overpopulation for much the same reason; it is highly metastable and accumulates a large overpopulation 
until 2s-2p collisions become fast enough to mix the two / levels. The more highly excited levels (n > 3) have a behavior very similar 
to that of n = 4, which is shown in the figure; they are underpopulated relative to their LTE value when radiative decays to lower 
levels are competitive with collisional processes. It is only at a density of NH > 1018 cm“3 that collisional processes completely 
dominate and the atom reaches LTE. The mean departure coefficient at a density of 1019 cm“3 is h, = 1.0007 ± 0.0022 for the entire 
10 level atom, and the largest single deviation from unity is 0.7% (for the ground state). 

e) The Radiative Rate Equations 
The photoionization rate (s~x) from level n is given by 

r--4*fs 
and the induced recombination rate coefficient (cm3 s x) by 

(j(v)dv , 

-f,*4« £ (-£}>■ 

(8) 

(9) 

Spontaneous radiative recombination rates otrad „ are computed over the temperature range of interest as described by Ferland 
(1980). For levels 1 and 2 of the hydrogen atom these equations are evaluated at each zone by direct integration over the numerically 
binned continuum. For levels 3-7 we integrate equation (8) only once at the beginning of the calculation, and assume that the clouds 
are (roughtly) optically thin in these continua. The photoionization rate is then attenuated by the r~2 dilution of radiation, free-free 
absorption, and electron scattering, diffuse reemission, as well as the photoelectric opacity, all evaluated at the photoionization edge 
(although these are of only secondary importance). Under most circumstances the population of the highest two levels is completely 
controlled by collisions; photoionization from these is neglected. For completeness, photoionization of hydrogen by lines of Fe+, 
Mg+, and Lyot is also included for the first excited state, using the formalism described by Netzer, Elitzur, and Ferland (1985). 

The induced recombination rate for n > 3 cannot, like the photoionization rate, be evaluated only once at the beginning of the 
calculation since the electron temperature varies with depth into the cloud. We approximate the ionizing continuum as a power law 
over the energy interval kT above the relevant ionization threshold; i.e., Jv ~ v\ the appropriate spectral index a being evaluated for 
each of the levels 3 <n<l. Since the photoionization cross section is also a power law [>(v) ~ v-3], the induced recombination 
rate can be related to the photoionization rate by 

^ind, n = {3-a}Pír„£4_ (10) 
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where E¡ is the ith exponential integral. We do not require that a or i be an integer, and do a linear interpolation between 
neighboring integer-order exponential integrals to evaluate the induced recombination rate. 

The full set of radiative balance equations can be written as 

db„ ^PfLAgn ß , . («rad + «ind) ¿ 
— In* blAnl ' tlnlJnl + X p* bu(AUnßtm "h ^un *?l«l 7l»l) "h dt v n 9i Pf 

T Z (Anl ßnl + Anl ^„1 7nl) + T, Aun ^ . O1) 
Li u 9n 

where the continuum occupation number in the transition ij is given by rjij = Jx(ij)/(2hvfj/c2). Here Jv(ÿ) is the mean intensity of the 
external continuum at the line frequency. Two escape probabilities enter in equation (11). The first is the two-sided function which 
accounts for line scattering and escape 

T) = [/?(t) + ß(T — t)]/2 , (12) 

where t is the optical depth of the point in question and T is the total optical depth (see, for instance, Kwan and Krolik 1981). The 
second escape probability y0<T) accounts for the fraction of the primary continuum which penetrates to an optical depth t and 
induces transitions between levels i and j. The terms in equation (11) correspond to induced upward transitions from lower levels, 
spontaneous and induced downward transitions from higher levels, spontaneous and induced capture to the level from the 
continuum, and destruction of the level by radiative transitions and photoionization. 

Figure 2 shows a test case which, in contrast with that shown in Figure 1, is dominated by radiative transitions. Again, the full set 
of equations coupling the levels were solved, but spontaneous and induced processes are more important than collisions for many 
values of the radiation density. The model is of a very thin cell of gas, so that all lines and continua are optically thin, and has a 
density of Nu = 1010 cm-3 and an.electron temperature of 5 x 104 K. The gas is exposed to a blackbody continuum with a color 
temperature of Tcolor = 5 x 104 K, but the intensity of this continuum is varied. This intensity is parameterized by an energy density 
temperature defined by 7^ = (u/a)1/4, where m and a are, respectively, the actual radiation energy density and Stefan’s law radiation 
constant. 

A radiation field given by Planck’s law (i.e., Tu = Tcolor) forces the ionization and level population of an atom or ion to LTE in 
much the same way that high electron densities do. As Figure 2 shows, at very low values of 7^ (low photon densities) the ground 
and n — 2 states are overpopulated for much the same reason that this occurs at low electron densities; the downward spontaneous 
radative rates are fast relative to the induced (upward and downward) rates. At very low Tu (<500 K) n > 3 levels are under- 
populated since they decay at a rate much faster than the induced rates (for Te = 5 x 104 K these levels have hv < kT, so induced 
processes will be fast relative to spontaneous rates when Tu = 7^olor and the atom is in LTE). As Tu increases, fluorescence from the 

Fig. 2.—Calculations are for a constant temperature (Te = 5 x 104 K) optically thin gas exposed to blackbody radiation with a color temperature of Tcolor = 
5 x 104 K, but with various values of the energy density, parameterized as Tu = (u/a)11*, where u is the actual radiation density. The hydrogen density (N = 10 
cm"3) is low enough for radiation to be the main agent affecting level populations for most values of Tu. Fluorescence from the ground state drives the population of 
n = 4 above its LTE value for many radiation densities. Induced processes, mainly transitions between adjacent levels, drive the atom to LTE when Tu reaches 
5 x 104 K. 
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ground state overpopulates excited states (because the ground state is itself overpopulated), and h4 exceeds unity. Finally in the limit 
where Tu = 7^olor the departure coefficients reach unity, and the atom goes to LTE. (The actual mean departure coefficient for the 
entire 10 level atom is = 1.013 + 0.029). Note that the vast majority of the neutral hydrogen population is in excited states when 
the atom approaches LTE at these temperatures. 

f) Thermal Equilibrium 
Strict thermodynamic equilibrium (TE) is reached when all heating and cooling processes are in detailed balance. We are 

concerned with how such equilibrium is approached as Tu and N increase. Heating or cooling can be defined relative to either the 
ground state or continuum, and this difference has caused some confusion in the literature. Here heating and cooling are defined 
relative to the continuum, as in Osterbrock (1974). Note that, in this scheme of bookkeeping, photoionization contributes an 
amount of heat given by h(v — v0), where hv0 is the ionization potential of the atom or ion, and emission of a recombination line does 
not constitute a cooling process. 

i) Compton Scattering 
The net volume heating rate (ergs s 1 cm 3) due to Compton scattering is given by 

Gc = + - exP (lF)]}dv - 4kT J' Jvdv (13) 

(see, for instance, Levich and Sunyaey 1970; and Krolik, McKee, and Tarter 1981). The two terms in double brackets are the heating 
and cooling terms, respectively, while the factor in braces in the first term accounts for heating due to both spontaneous and 
stimulated Compton scattering. The factor multiplying the continuum occupation number f/v is the correction for induced Compton 
heating less stimulated cooling; in practice stimulated Compton heating is usually unimportant because of the nearly complete 
cancellation between these heating and cooling terms. Induced Compton heating can only be important when rjv is large at 
frequencies where hv > kT; in fact it is, at most, a few percent effect in the models presented in this paper. For energies hv > 2.7 eV 
the rates are evaluated as written in equation (13), while for the low-energy continuum (hv < 2.7 eV) we expand the exponential in 
the induced rate and evaluate the term in braces as 1 + rjvhv/kT. The terms ah and (tc appearing in equation (13) are the effective 
scattering cross section for energy exchange, and differ from the Thomson cross section for energies hv ~ me c2, where the Klein- 
Nishina cross section must be used. The numerical fits to Winslow’s (1975) results, as used by Krolik, McKee, and Tarter (1981) and 
kindly provided by C. B. Tarter, were used. Defining 

a = [1 + v*(1.1792 x KT4 + 7.084 x 10" , (14) 
and 

ß = [1 - av*(1.1792 x 10~4 + 2 x 7.084 x 10-10v*)/4] , (15) 
where v* is the photon frequency in rydbergs, the Compton energy-exchange rate coefficients are then oh = cTa. and oc = (rTotß 
These are in excellent agreement with Guilbert’s (1986) calculations for hv < 10 MeV, the energies where Guilbert’s calculations are 
valid. 

Several test cases in which Compton scattering was the dominant physical process were made. A series of models in which the gas 
was irradiated by blackbodies with Tu = Tcolor, and a low hydrogen density, were computed. Over the temperature range 103 < 
Tcoior ^ 10 K the computed equilibrium electron temperature equaled the color temperature within 1 %. (Note that when Tu > Tcolor 
induced Compton heating would drive Te above rcolor as well.) At much higher temperatures the electrons become relativistic, and 
our assumptions break down. As a further test we have recomputed the models presented by Krolik, McKee, and Tarter (1981) and 
find excellent agreement (typically within 3%) with their computed Compton temperatures. 

ii) Free-Free Heating-Cooling 
The volume free-free heating rate (see, for example, Krolik, McKee, and Tarter 1981) is given by 

Gff = 47t Nean(v)Jvdv, (16) 
Jvc 

where the free-free cross section is given by equation (1) and the frequency vc is defined by equation (2). Cooling is given by the 
bremsstrahlung emission rate 

Aff = 47r Ne(7if(v)Bv(Te)dv, (17) 
Jvc 

where Bv(Te) is Planck s function. This is equivalent to assuming that, for v < vc, free-free heating and cooling exactly balance, as 
suggested by Kirchhoffs law and detailed balance considerations. 

iii) Photoelectric Heating, Recombination Cooling 
The net heating rate due to photoelectric heating less spontaneous and induced recombination is given by 

(*n,K ^ind, n ^spon,n ’ (i$) 
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where the volume heating rate due to photoionization is 

G„,k = 4nN 
f" 4 

" Jv„ hv 

the volume cooling due to induced recombination is 

Aind,„ = NeNp4nP; 
’Li 

cr(v)/i(v - v0)dv , 

-hv 
<KV) exp ( -pjr )h(v - v0)dv , 

(19) 

(20) 

and the cooling due to spontaneous radiative recombination is 

\Po»,n = NeNpkTßn(Te). (21) 

The cooling rate coefficient ß„(Tj is taken from Hummer and Seaton (1963). These equations are evaluated directly for levels 1 and 
2. For higher levels we again assume that the continuum can be approximated as a power law with slope a, in which case the 
photoelectric heating and induced recombination cooling rates can be approximated by 

Gn,K = JV>0riI(|5^-l) (22) 

and 

A ind,n NeNphv, « r 0 aind, R 
e3-â

x) 
Ea-Âx) 

(23) 

where x = hv0/kT and the photoionization and induced recombination rates F„ and aind> „ are given above. 
iv) Collisional Ionization Three-Body Recombination 

The net volume heating rate due to three-body recombination less collisional ionization is approximately given by 

GnK = I p*„ NeNp CnK hv0(l - bn), (24) 
n 

where CUK is the collisional ionization rate. This equation is approximate since the energy of the free electron is ignored relative to 
the ionization potential xn °f the level- This approximation is reasonable since the term 1 — is only large for very low levels, in 
which xn> kT. Far from LTE this is usually a net cooling process since departure coefficients for excited states are ~ 1, while the 
ground and n = 2 states often have bn> 1. 

v) Line Cooling 

The net heating due to line collisional de-excitation less excitation is given by 
9 10 

G„ne=I £ PÏNeNpCunhvJbu-bn), (25) 
r= 1 u = n+ 1 

where Cun is the downward collision rate. Far from LTE collisions involving the ground state tend to cool the gas (since h1 > 1), and 
those between levels with n> 3 tend to heat the gas (since bn tends to increase with n). 

vi) Equilibrium Calculations 
Figure 3 shows the results of a series of calculations in which the full set of statistical and thermal equilibrium equations are 

solved for thin cells of hydrogen gas with various densities. The ionizing continuum, in all cases, a blackbody with Tcolor = 5 x 104 

K, and the energy density of the radiation field is varied, up to the LTE limit, Tu = TC0i0r- 
Although the gas temperature in the LTE limit does not depend on the gas density, the physical processes which drive the gas to 

this temperature do. Thermal equilibria calculations were performed with three densities chosen to span a fairly wide range. For low 
densities (NH = 105 cm-3) the gas remains highly ionized for all values of 7^ shown, the temperature in LTE being set by the balance 
between Compton and inverse-Compton scattering. The intermediate density case (NH = 1010 cm-3) reaches LTE with about 
three-fourths of the heating-cooling set by Compton scattering and the remainder due to free-free and free-bound processes. The 
high-density (NH = 1015 cm-3) case reaches its LTE temperature with a balance between free-free (one-third of the total) and 
free-bound (two-thirds of the total) processes. In all cases the level populations and electron temperature are within ~ 1% of their 
expected LTE values when Tu = Tcolor. 

g) The Heavy Elements 

The treatment of helium and the metals in the present calculation is more approximate than that of hydrogen. The three 
ionization stages of helium are modeled as a nine-level atom, while the majority of the heavy elements are treated considering only 
one level per ionization stage. In all cases, collisional ionization from the ground state and a net three-body recombination 
coefficient (see Burgess and Summers 1976) are included. Photoionization rates are modified for induced recombination as given by 
equation (9). This treatment is approximate for two reasons. First, we use net radiative recombination coefficients which have been 
summed over all levels (Aldrovandi and Pequignot 1972; Gould 1978). These sums are correct only in the low-density limit; at high 
densities levels undergo collisions before radiative decays to the ground state occur. A second problem is that we expect substantial 
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Fîc. 3. Thermal equilibrium calculations for an optically thin gas with various hydrogen densities are shown as a function of the energy density in the radiation 
held, parameterized as Tu. Ionization is by a 5 x 104 K blackbody. A combination of Compton scattering, free-free, and free-bound transitions drive the gas to LTE 
when Tu reaches 5 x 104 K. 

populations to build up in highly excited states when the density and temperature are high. When this occurs the partition function 
of the atom or ion is no longer equal to the statistical weight of the ground state. As a result the ionization equilibria of the heavy 
elements is approximate, with uncertainties at the ~ 0.5 dex level. 

We consider this precision to be adequate for the present problem for several reasons. First, the main effects of the heavy elements 
are on the opacity and cooling of the gas. Opacities, for the relatively high energies of interest here, are largely the result of entire 
shells of the atom or ion. For instance, the K shells of C and O, and the L shell of Fe, are major opacity sources at soft X-ray 
energies. Factors of 2 error in the ionization distribution will not affect the total population of an entire shell by as much, so the 
opacity should be computed to rather better accuracy than populations of individual stages of ionization. Second, the cooling 
function tends to be dominated by either continuum processes or hydrogen lines (both of which are simulated fairly well here) or by 
line cooling from several stages of ionization of more than one element. Errors in the population of a particular stage of ionization 
will only shift the cooling from one line to another. Such uncertainties will affect the details of a particular model, while our 
intention here is to examine some global details of the thermal matter. In this context it is important to keep in mind that the 
chemical composition of gas near active nuclei is almost completely unknown (see, for example, Davidson 1977; the composition we 
assume is given in Ferland and Osterbrock 1986). Uncertainties in the ionization distribution are small in comparison. 

III. GAS EXPOSED TO A NONTHERMAL CONTINUUM 

a) The Underlying Continua 

We turn now to situations more directly relevant to AGNs. Continuum X-ray emission is observed from many such objects; the 
spectrum, although apparently nonthermal, is generally rather poorly determined. Recent theoretical studies of what might deter- 
mine its slope (e.g., Fäbian ei al. 1986; Svennson 1986; Lightman and Zdziarski 1987) suggest that synchrotron or inverse Compton 
radiation from primary relativistic particles would give rise to y-rays; these would (in sufficiently compact sources) generate 
electron-positron pairs via y + y-+e+ + e . The resultant spectrum is modified by contributions from a cascade of secondary 
relativistic pairs; moreover, a population of subrelativistic pairs at the Compton equilibrium temperature would accumulate until 
the Thomson depth of the source exceeded unity (Guilbert, Fabian, and Rees 1983), and Comptonization by this pair plasma further 
modifies the emergent spectrum. The energy spectral index in the X-ray band is in the range 0.5 to -1 (flatter slopes 
corresponding to extreme values of the compactness parameter L/R) ; for very hard X-rays and y-rays, a steepening is expected due 
toy + y->e+ + e and the effects of Comptonization by the thermal pair plasma. 

We consider both a “ hard ” continuum, given by 

À-V0-7, v < 100 keV ; 
V2, v > 100 keV ; ^ 
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which has a Compton temperature Tc « hv/4k « 1 x 108 K, and a relatively soft continuum given by 

v2, v< 0.124 eV ; 

;v ~ v"1 , 0.124 keV < v < 100 keV ; 

v"2, 100 keV < v ; 

(27) 

with « 3 x 107 K. 
If this radiation all originates within a central continuum source of dimensions R, the corresponding energy density is of order 

L(1 + T)/4nr2c. The extra factor (1 + t) accounts for a possible scattering optical depth. (This might be due, for instance, to a pair 
plasma at the Compton equilibrium temperature pervading the region; the clouds themselves do not contribute significantly to t for 
the models we consider.) We can then define j in terms of an equivalent temperature : 

For the illustrative calculations of the present discussion, we take a normalization such that 7^ = 5 x 104 K. This corresponds to a 
bolometric luminosity of L = 1046 ergs s'1, R = 1015 cm, and t < 1—appropriate values for the (often variable) central regions 
of powerful AGNs. For this normalization, the continuum occupation numbers exceed unity only for wavelengths longward of 
~ 5000 Â, and typical brightness temperatures are < 103 K in the ultraviolet. 

We consider the radiative equilibrium of clouds or filaments with a small volume filling factor embedded in this environment. The 
pressure to confine them could come from a magnetic field or from a hotter (and perhaps pair-dominated) intercloud plasma. The 
first question of interest is the equilibrium temperature of a small test cloudlet: is it maintained at close to the Compton tem- 
perature, or at a much lower temperature We can then estimate how the spectrum of the emergent radiation might be 
modified by a population of small clouds or filaments that reprocessed a significant part of the primary continuum (eqs. [26] and 

A series of models, in which thin clouds (assumed to be optically thin in all lines) were irradiated by the two power-law continua 
(eqs. [26] and [27]), were computed. Given our assumptions, the only free parameter is the gas density. Figure 4 show some 
predictions for both continua. The upper portion of Figure 4a shows the temperature, which ranges between the Compton 
temperature (when the hydrogen density is small, and particle-photon collisions are more important than particle-particle 
collisions) and roughly the energy density temperature Tu. At high densities the clouds do not exactly equilibrate at Te = Tu because 
the incident continuum is nonthermal. The interaction between radiation and matter is most affected by the opacity-weighted 
energy density, which is actually smaller for the harder continuum because of the way the two continua are normalized (eq. [28]). 

The central portion of Figure 4a shows the ratio of 2 keV to 2000 Â opacities. For most densities the dominant opacity sources 
are the K shells of carbon and oxygen, and the Balmer continuum, fox X-ray and ultraviolet energies, respectively. The population 
in the hydrogen n = 2 level is not very far from its LTE value, and hence proportional to N2, over much of the density range. For 
small densities the K shells are not fully occupied, so their population is set by the recombination rate and is also proportional to 
N2. As a result, the ratio of opacities remains nearly constant until the K shells are filled (at N ~ 1013 cm“3). The ratio of opacities 
then goes down as iV“1 as the Balmer opacity continues to grow. It is not until densities of order 1016 cm“3 are reached that the 
ultraviolet opacity exceeds the soft X-ray opacity. As a result, we expect the X-ray continuum to be altered by absorption when 
significant attentuation of the ultraviolet continuum occurs, unless the density is very high. 

The lower portion of Figure 4a shows some normalized emission rates per particle (4nj/N2; ergs cm3 s“1). The Fe Ka line has 
nearly constant emission when the K shell is only partially filled, and there is a significant recombination component to the line. At 
higher densities the line is produced only by fluorescence, and the normalized emission rate falls as iV“1. Except for small 
corrections for the Gaunt factor, free-free emission falls as T“1/2. Lya increases in emission until the level is thermalized at AT > 1016 

cm“3. The excitation temperature of Lya is typically ~ 5 x 104 K, much higher than the brightness temperature of the nonthermal 
continuum at 1216 Â. 

Figure 4b shows some predicted level populations. The top portion of the figure shows the excitation temperature of Lya, as 
defined by the 2p/ls population ratio. These levels are not thermalized until high densities are reached (N > 1017 cm“3). The center 
portion of the figure shows the departure coefficient for the n = 2 level, and is the statistical weight-weighted average of the 2s and 
2p states. The population of this level is close to its LTE value by densities ofiV~ 1015cm“3. The ground state (the lower portion of 
the figure) does not come to LTE with the continuum until densities of ~ 1017 cm “ 3 are reached. 

The actual value of N depends on the confining pressure. We infer from Figure 4 that gas exposed to a nonthermal continuum 
(eqs. [26] and [27]) with energy density such that Tu » 5 x 104 K could remain as cool as ~TU if the confining material had an 
energy density > 105 ergs cm“3. The expected magnetic field strength of > 103 G in the continuum source could, for instance, in 
itself confine filaments with this pressure (Rees 1987), and there are other possibilities. This calculation at least implies that 
high-density clouds or filaments can be a plausible ingredient of AGNs. 

In a realistic situation, clouds would be heated not solely by continuum radiation but also by, for instance, fast particles. A 
magnetic field could offer shielding against such heating. If the clouds are confined by a magnetic field, then the energetics require 
that B2/Sn > 3nkT, or B> 2 x 103(iV16 T4 7)

1/2 G. It is possible that energetic particles do penetrate the thermal clouds. If so, they 
will act to heat the gas, largely through Coulomb interactions. (Collective effects are not important when the energetic particle 
distribution is isotropic; Rephaeli 1987). Using the rates quoted by Ferland and Mushotzky (1984), it is easy to show that relativistic 

(28) 

[27]). 

b) Equilibrium of a Cloud Exposed to a Nonthermal Continuum 
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Fig. 4a Fig. 4b 
Fig. 4.—Some predictions of the series of photoionization calculations using the two power-law continua (eqs. [25] and [27]) are shown. The x-axis is the log of 

the hydrogen density (cm 3). (a) Top, equilibrium temperature (K); center, the ratio of X-ray to ultraviolet opacities; lower, the ratio 4nj/N2 for some emission 
mechanisms. Note that Lya is one of the stronger emission features for many values of the density, (b) Some predicted level populations and the resulting excitation 
temperature. Top. excitation temperature of Lya, in units of 104 K, as defined by the population of 2p relative to the ground state. Center: the departure coefficient of 
level 2, obtained by averaging over 2s and 2p according to statistical weight. This level is nearly in LTE at densities N > 1014 cm-3. Bottom: the departure coefficient 
of the ground state. The population of this level remains well above its LTE value until densities of AT ~ 1017 cm "3 are reached. 

electrons will not affect the thermal equilibrium of the gas unless the relativistic gas pressure exceeds the thermal gas pressure by 
more than an order of magnitude. It is subrelativistic particles which provide the most effective heating. In a field greater than 103 G, 
the gyroradius would be < 1 cm for electrons or positrons and < 103 cm for protons. We neglect the effects of energetic particles on 
the clouds we consider, while accepting that it is possible to imagine circumstances where these effects are important, and that the 
clouds may be large enough that the resonance line cooling is affected. 

c) Continuum Absorption and Reemission by Thermal Clouds 
Consider now the cumulative effects of a large number of thermal clouds embedded in the continuum source. Although the bulk 

of the volume is filled with a hotter intercloud plasma, the clouds can be individually small enough that there will be many along 
each line of sight through the continuum source. 

We assume that only the thermal phase provides opacity. Compton scattering by hot plasma in which they are embedded is not a 
true absorption process, but will tend to upscatter the thermal radiation somewhat. This in turn will tend to blur the spectral 
features we predict. This “ averaging ” effect is discussed below. 

Over the energy range 2.7 eV <hv < 105 eV we take the gas opacity directly from the numerical calculations presented above. We 
assume that the thermal clouds are optically thin at energies hv > 105 eV; this is consistent with the results presented below. The 
opacity in the infrared (hv < 2.7 eV) is a combination of free-free and free-bound absorption. The ratio of these two opacities, 
expanding the exponential in equation (1) and assuming that the hydrogen photoionization cross section for level n varies with 
increasing n as <Tn ^ nor, is given by 

Kff = 

Kfb Nn 

= 0.332n exp 
(-Xo/kT) 

K 
(29) 
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Both the exponential factor and the departure coefficient are near unity for levels n>3 and the physical conditions of interest here. 
We expect free-free opacity to be more important than free-bound for energies hv < 1.5 eV, e.g., the near-infrared. In the following 
we assume that free-free opacity is the only opacity source for /iv < 1.5 eV, i.e., n> 4. The only competing opacity source in this 
spectral range is H ~ absorption, which is insignificant for the temperatures of interest here. 

Figure 5 shows predicted opacities for the v-1 continuum (eq. [27]), densities of 1012 cm-3 and 1015 cm-3, between a wavelength 
of 10 fim and an energy of 105 eV. For comparison, electron scattering opacity is also shown, as a dashed line. The upper panel 
shows the low density, very highly ionized, case. At no point does photoelectric absorption exceed electron scattering opacity. The 
strongest absorption occurs at the K edge of Fe, but even this would only produce observable effects if the total thickness of the 
thermal matter exceeded ~ 1013 cm, corresponding to a filling factor of ~ 1% (the geometry is discussed below). The lower panel 
shows a much denser filament, which is, as a result, both cooler and more neutral. Note that opacity caused by both free-free and 
photoelectric (by unfilled shells) absorption is, except for a temperature dependence, proportional to N2; dense gas is a very efficient 
absorber. For the denser case illustrated, the major opacity source at ionizing energies is the combined K-shell opacities C and O, 
along with ground-state absorption by hydrogen and ionized helium. Note the Balmer edge is much weaker in the denser case. This 
is because the atom is much closer to LTE (Fig. 4b). As a result, the first excited state is not as overpopulated relative to more highly 
excited states or the continuum. 

The absorbing clouds also emit radiation. The main emission mechanisms are free-free and free-bound radiation, along with a few 
prominent spectral lines such as the Ka transition of Fe or Lya. The volume emissivity of the clouds (again for the v -1 continuum) 
(ergs cm-3 s-1 sr-1 Hz-1) is taken directly from the numerical calculations (Fig. 4a); typical predictions are shown in Figure 6 
(emission lines are suppressed here). The upper plane shows a low-density, high-temperature (N = 1012 cm-3, Te = 9.4 x 106 K) 
gas, which emits mainly free-free radiation well into X-ray energies. The higher density gas (N = 1015 cm-3) is also cooler 
(Te= 1.4 x 105 K) and emits both free-bound and free-free radiation. 

In LTE the ratio of emissivity to opacity is given by the Planck function. Figure 7 shows this ratio for densities where thermal 
effects are pronounced, but not yet so dense that the absorbing gas is in LTE (this occurs when N > 1018 cm-3). In each case the 

13 14 15 16 17 18 19 20 
logv(Hz) 

Fig. 5—The predicted opacity (cm-1) is shown for gas at two densities (1012 and 1015 cm-3) ionized by the v-1 continuum. Horizontal dashed line represents 
electron scattering opacity, while solid lines represent true absorption processes, largely photoelectric and free-free opacity. Clouds with densities lower than ~ 1014 

cm - 3 have little effect on the emergent continuum other than to scatter radiation. 
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Fig- 6 Fig. 7 
Fig. 6.—Predicted volume emissivity (expressed as vAv, in ergs cm-3 s“1 sr"1) is shown for two density clouds (1012 and 1015 cm-3) ionized by the v_1 

continuum. Upper curve represents a cloud with the lower density, and hence a higher equilibrium temperature. Only free-free emission is significant for the 
temperatures found at the lower density. At the higher density several free-bound transitions of hydrogen and helium are visible, superposed upon the free-free 
continuum. Spectral lines are not shown in either panel. 

Fig. 7. Source function, the ratio of emissivity to opacity, is shown as a solid line for two of the densities where free-free and free-bound opacity are important. 
F or comparison, the Planck function evaluated at the equilibrium temperature is also shown as a dashed line. (Both are plotted as the log of a product with the 
frequency.) The depths of the ionization edges are set by the departure coefficients for the levels in question and are much smaller for the higher density model 
because it is closer to LTE (in LTE the source function would equal the Planck function at all frequencies). Note that the source function is very close to the Planck 
function for all frequencies lower than the hydrogen Lyman limit for both densities. 

Planck function for the equilibrium temperature is also shown. The absorption edges are largely due to photoionization of 
ground-state hydrogen and ionized helium; the depth of the edges are an indication of how far above unity the departure coefficients 
are (the two are linearly related). The source function for the denser case is much nearer the Planck function because the 
ground-state department coefficients are much nearer unity at iV = 1017 cm-3 (see Fig. 4b). Absorption edges do not appear at the 
n = 2 or 3 energies of hydrogen at N = 1017 cm-3 because the departure coefficients are very near unity for these levels, and because 
free-free emission/absorption is becoming competitive with free-bound at these energies. The ~30% depression near -30-40 eV is 
caused by heavy-element opacity, largely valence shells of carbon and oxygen. It is in some sense an indicator of the uncertainty in 
the calculation at very high densities, because, as was discussed above, our treatment of elements heavier than helium is approx- 
imate in the high-density limit. 

The continuum-forming region is modeled as a plane-parallel slab of thickness L = 1015 cm, containing thermal emit ter s- 
absorbers within a fraction e of its thickness, and nonthermal (power-law) emitters within the remaining fraction. Defining Av to be 
the emissivity per unit volume, frequency, and solid angle, we can write 

^v.tot = (1 ~ (30) 
where ÀN and ÀT are the emissivity for the nonthermal and thermal gas phases, respectively. The model calculations presented above 
predict Âr directly (Fig. 6). 

The emissivity per unit volume of the nonthermal continuum is set by assuming that ÀNfV = jJL, where jv is normalized to give 
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the proper value of Tu (eq. [28]). This is an approximation, since it assumes that the local intensity of radiation is set by the 
emissivity of the entire volume; the presence of thermal absorbers will alter this somewhat. 

Neglecting absorption by the intercloud medium gas, the total opacity within the continuum-forming region is e/c, where k is the 
opacity of the thermal gas (Fig. 5). 

The integration of the emissivity over angle and L is straightforward; the astrophysical flux (ergs cm-2 Hz-1 sr-1) at the surface 
of the slab is 

1 = 2 j\, )t(l)E2(€Kl)dl , (31) 

with the solution 

[1 - 2E3(t)] , (32) 

where t is the total optical depth e/cL. This equation has two limits; when the optical depth is small the flux is simply Fv = 2ÀL « 
2jv. In this case we observe the intrinsic spectrum. If the region is optically thick, then the flux is 1/eK, just the emissivity per unit 
length times the depth to which we can “ see ” into the slab. 

The strategy outlined here is approximate because we do not iterate on the source function to make the incident and emergent 
spectra self-consistent; all of the predictions presented below are for photoionization by the simple power-law continua given above. 
This approach will be fairly exact when the cool gas is optically thin and reprocesses little of the incident continuum. This treatment 
will be far more approximate when the gas is optically thick, a large fraction of the continuum is reprocessed, and the internal 
radiation field more nearly a 5 x 104 K blackbody. Depending on the geometry, the clouds may be exposed to a continuum with a 
weaker soft X-ray and a stronger optical and ultraviolet continuum than we assume. Tests, in which an iteration on the radiation 
field was performed, show that the error introduced by not treating the internal radiation field in a self-consistent manner was less 
than the diflerences between the two ionizing continua shown in Figure 4. In any case, we will concentrate on the large-scale features 
of the results, which do not depend on details, in the following discussion. 

d) The Emergent Spectrum 
Figure 8 shows predicted emergent continua for the v-1 power-law (eq. [27]) and densities between 1014 and 1017 cm-3. The 

curves are for various values of the filling factor e, which are indicated in the figure as a log. Clouds with densities below ~ 1013 

cm-3 have little effect on the emergent flux, other than to scatter the continuum, because of their relatively high ionization and low 
opacity. Clouds with densities greater than ~ 1018 cm - 3 are in LTE. 

The very large-scale effects of the thermal matter are similar for all of the cases shown. Energy is removed from the soft 
X-ray-ultraviolet continuum and reradiated in the optical-infrared. This acts to both “lower” the X-ray continuum relative to the 
optical, and steepen its spectral index in the sense of making it harder. As Figure 8 shows, the slope of the soft X-ray continuum (~ 2 
keV) lies between ocx~ — 1, when no extinction is present, and <xx ~ +0.5, in the X-ray opaque limit. The latter occurs because the 
broad-band X-ray opacity, averaged over the 13 elements included in the calculation, is roughly given by k ~ v-1,5. The “typical” 
observed value of a* ~ —0.7 (Mushotzky 1982) is midway between the upper and lower predicted limits to the slope. The present 
calculation also predicts that X-ray continua should “soften” as the energy increases, even though the underlying power-law 
continuum has constant slope. This is in fact observed (Rothschild et al 1983). 

The energy removed from the X-ray continuum is reradiated as a mixture of free-bound and free-free continua, and emission lines, 
largely as infrared, visible, and ultraviolet light. The slope of the emergent infrared—optical continuum varies between ccv ~ — 1, for 
no extinction, and (xv ~ +1 in the opaque limit (since k{{ ~ v-2). For comparison, typical values of aK are 0.5 (Oke, Shields, 
and Korykansky 1984). The predicted optical-X-ray slope aox varies between — 1, for no extinction, and —2.2 in the opaque limit. 
Typical observed values of aox are ~ —1.4 (Zamorani et al 1981). 

The cool thermal clouds produce both the optical-ultraviolet “bump” and the slope of the X-ray continuum. To quantify this 
effect, one would, of course, need to postulate a more realistic geometry, but these calculations suggest that it may offer a major 
success of the hypothesis that dense thermal clouds are present at R < 1015 cm. This prediction could be tested with future X-ray 
observations. The slope of the X-ray continuum is the result of photoelectric absorption, mainly K shells of He, C, O, and Fe, and 
these edges could be detected with instruments of moderate resolving power. The K edge of Fe is the most easily observed and is 
predicted to have an equivalent width in the neighborhood of 0.1 keV, depending on density and filling factor (see Fig. 8). This 
prediction depends on the density of the clouds since K-shell absorption by C, O, and Fe produce less pronounced edges at higher 
densities. This is because valence shell absorption is relatively more important in more neutral gas. 

Another generic prediction is the existence of a soft X-ray excess under some circumstances. For many parameters the gas opacity 
falls dramatically at energies below the K edges of C and O; in these cases the emergent flux rises sharply at these energies. A 
prediction is that some objects may show an excess below ~0.5 keV. Such an excess has been observed (Arnaud et al. 1985; Fabian 
et al. 1986). 

Lyman and Balmer emission or absorption edges can be produced for some densities and filling factors. Whether the edge is in 
emission or absorption depends on the interplay between the source function and opacity at the relevant energies (see Figs. 5,6, and 
7). In general, hydrogen and helium level populations are much closer to LTE in the denser clouds (Fig. 4b), and the ionization edges 
are relatively weaker as a result. For instance, the hydrogen n = 2 level reaches LTE at a density of 1015 cm-3, and no Balmer edge 
is present for densities greater than this. (No features are produced at the n > 3 edges in Fig. 8 since these levels are in LTE for the 
densities shown.) 
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Fig. 8.—The emergent continuum, expressed as the product of the astrophysical flux and frequency, vFv, which would be observed from the surface of the slab is 
shown for the case of the v_1 continuum (eq. [27]) and various values of the filling factor. Panels show the reprocessed continuua from filaments with densities 
ranging between N = 1014 cm-3 and N = 1017 cm-3. The log of the filling factor is shown next to each continuum; this parameter was varied between values where 
the thermal filaments were nearly optically thin and had little effect on the continuum, and values large enough to attenuate the continuum at 100 keV. Clouds with 
densities smaller than those shown mainly scatter radiation, while denser clouds are close to LTE. Absorption at the K edges of Fe (~8 keV) and C and O (~0.4 
keV) are relatively pronounced for low-density clouds, which have higher ionization. Denser and less ionized filaments have opacities dominated by valance electrons 
of H, He, and the heavy elements, and K-shell opacity is relatively less important. The hydrogen atom is much closer to LTE at higher densities; as a result the 
Lyman and Balmer absorption or emission edges are weaker. 

The calculation suggests that Lya will be in emission for many parameters. Figure 4 shows that the Lya excitation temperature is 
well above the brightness temperature of the incident power-law continuum (typically ~ 103 K) for all values of the density. The line 
is actually viewed against the reprocessed continuum, which can achieve brightness temperatures as high as the LTE gas tem- 
perature ~ 5 x 104 K. (The brightness temperature of the emergent continuum can be judged from Fig. 8, which shows this 
continuum relative to the incident power law.) Whether Lya is observed in emission against the reprocessed continuum is 
determined by the interplay between line and continuum optical depths and the level populations of the ground and first excited 
states. The brightness temperature of Lya is related to both the gas temperature and the ratio of departure coefficients, b2/bl9 since 
the line is generally optically thick. The continuum brightness temperature is proportional to the gas temperature and the 
continuous optical depth at the wavelength of Lya, since the population of the hydrogen n = 2 level (the main opacity source) is 
fairly close to LTE and the Balmer continuum is usually not optically thick. As a result, Lya will usually be observed in emission 
when the line is optically thick and the continuum optically thin. This is the case for many of the choices of the filling factors in 
Figure 8. The line could actually appear in absorption if > 1 (so that the Lya excitation temperature is less than the gas 
temperature) and the Balmer continuum is optically thick (so that it radiates at the gas temperature since b2 is usually ~ 1). No 
feature will be present when the continuum is optically thick and bi ~ b2 ~ 1, of course. For the same reason we do not expect 
strong Balmer or Paschen line emission. 

If Lya is present, it may be broadened and shifted by several mechanisms. The Doppler width of the line will typically be >0.1c, 
assuming virial equilibrium and typical values for the depth of the potential well. Compton scattering will also broaden the line, and 
if the intercloud gas is hot (either at the virial or Compton temperatures) the scattering process will tend to shift the line to higher 
energies. This may be compensated, to some extent, by the gravitational redshift and transverse Doppler effect produced by the 
potential well and motions of the clouds. All of these processes depend on specific details, but a broadened, and perhaps shifted, 
feature may be observed underlying the “classical” Lya emission from the broad-line region (BLR; see, for example, Davidson and 
Netzer 1979). The overall effect of line emission is more sensitive than other aspects of our calculation to the detailed cloud 
properties, the velocity distribution of the cloud population, and other broadening effects such as scattering by hot intercloud 
material. 

A very broad Lya feature could be detected either by careful line profile studies, or by very rapid line variability (the light travel 
time to the BLR is typically roughly months to years). The observational situation is presently unclear. Very broad bases have in 
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fact been observed in some Seyfert galaxies. Clavel et al (1987) report line widths (HWZI) of ~ 0.06c for some emission lines in NGC 
4151, and Gaskell and Sparke (1986) find light travel times of ~4 lt-days for some lines in the same object. Bromage et al. (1988) find 
line widths as great as 0.08c in NGC 3516. These lines probably originate at radii considerably smaller than that of the BLR, 
although not necessarily at the very center. These studies were of low-luminosity Seyfert galaxies. Such very broad bases do not 
appear to be common features of emission line in high-luminosity quasars (Baldwin and Netzer 1978). It is possible that the energy 
density is somewhat greater in the central regions of the high-luminosity objects; this would act to drive the thermal gas even closer 
to LTE and suppress line emission. However, Gondhalekar’s (1987) observations of very rapid Lya variability in some intermediate- 
redshift quasars suggests that at least part of the line is formed very close to the center. Much observational work needs to be done. 

IV. DISCUSSION 

We have shown that dense clouds within the continuum-forming region of an AGN are capable of reprocessing the nonthermal 
continuum. The discussion presented above grossly oversimplifies the actual environment in the central regions of a quasar. Among 
other things, it is likely that the energy density varies across the continuum-forming region, it is virtually certain that the geometry is 
not plane-parallel, and the clouds will have a variety of densities and filling factors. The effects will be to alter the details of the 
predicted spectra, but will not change the basic result of this paper: the extreme ultraviolet and X-ray continuum will be made 
weaker and harder by photoelectric absorption, and this energy will be reradiated in the optical and ultraviolet. These processes 
alter a simple power law in the sense required by observations. 

Other predictions, which will depend on the actual density of the cool gas, will be tested by certain observations; for instance the 
Fe K-edge should be present to some degree, and the K-edges of C and O may also be seen. Moderate resolution X-ray observations 
will reveal a number of edges in the 0.5-8 keV continuum if thermal clouds are responsible for the slope of the X-ray continuum. 
Depending on circumstances, the Lyman edge may be in emission, absorption, or absent. The Balmer jump is expected to be very 
weak since the n = 2 level of hydrogen is close to LTE for densities high enough to absorb the ultraviolet continuum. 

This paper is a continuation of the work begun by Guilbert and Rees (1988). Several further steps must be taken to make a 
realistic model of the central regions, which could actually be compared with observations. The point of this paper is to treat the 
thermodynamics and microphysics of the clouds in a fairly detailed manner, at the expense of the macrophysics of the continuum 
forming region. The numerical calculations presented above do suggest several simplifications, however, and these can pave the way 
for further developments of the model. These are as follows : 

1. The n > 2 levels of hydrogen are close to LTE.—For the energy density we assume here clouds which absorb efficiently have 
densities > 1015 cm-3, and LTE gives a fair description of the populations of excited levels of hydrogen (Fig. 4). This is not true of 
the hydrogen ground state, which is overpopulated relative to LTE for most conditions. 

2. The cloud source function is close to the Planck function for 2 > 912 À.—This is a good approximation when the density is high 
enough for the clouds to absorb efficiently (Fig. 7). As a result, the source function can be approximated as a simple blackbody at the 
equilibrium electron temperature. This is not a good approximation for the Lyman continuum. 

3. The opacity is simple.—For wavelengths longward of 912 Â the opacity sources are photoelectric absorption from n> 2 (levels 
which are in LTE) and free-free absorption. For energies greater than 0.5 keV standard X-ray opacity calculations (i.e., Fireman 
1974) are a fairly close approximation to our results. This is true since the K shells of the more abundant elements are filled for gas 
densities high enough to affect the spectrum. The accuracy of this approximation is far better than the precision to which we know 
that abundances of the heavy elements in quasars; these are mainly responsible for X-ray opacity. For energies 13.6 qY <hv < 0.5 
keV opacities depend much more on neutral hydrogen and helium fractions and populations of valence shells of the heavy elements, 
and no simple statement can be made. 

4. Assume that Te= 7^.—The equilibrium temperatures we found were generally higher than Tu for a power-law incident 
spectrum. For continuum sources which have been heavily absorbed by clouds the actual incident continuum is softer than we 
assume and, in the limit of very large optical depth, is a blackbody at Tu. The reprocessing of hard nonthermal radiation into soft 
thermal radiation will drive the gas to LTE much more efficiently than we assume. Given the uncertainties introduced by details 
such as the geometry, the treatment of heavy-element equilibria at very high densities, and the incident continuum, Te= Tu is 
probably a fair assumption. 

All of these approximations are motivated by the numerics and their use would be justified in any future work which tries to 
model the full environment within the central engine. The result should be a spectrum which can be compared directly with 
observations. 
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