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ABSTRACT 
We have compared surveys of the Galactic plane over —l°<b< Io, 12° < / < 60°, in the CO line at 2.6 

mm, in the far-infrared (FIR) continuum at 150 /im and 250 /mi, and in the radio continuum and H 110a 
recombination line at 6 cm. We identify 54 molecular cloud complexes, with mean mass ~106 M0. Most FIR 
sources are coincident with H n regions, and nearly all H n regions in turn are associated with molecular 
clouds. Clouds without H n regions tend to have lower mass than clouds with H n regions. The stellar 
content of a cloud is estimated by assuming that the associated FIR and radio continuum emission result 
from clusters whose mass distribution is the same as the initial mass function. The star formation efficiency 
(SFE) for the entire sample lies near 0.02, but some massive clouds are extremely star-poor, with SFE less 
than 10"3. The stellar mass in a cloud appears correlated with the cloud mass, as M* oc M^u¿

0’2. The mean 
gas density in a typical large complex is ~20 cm-3 with volume filling fraction less than 0.1; the time to grow 
by accretion to this density is 107-108 yr. Presently visible inner Galaxy clouds have probably been forming 
stars of all types for less than 108 yr but may have been forming O stars for only the most recent ~20% of 
their lives. 
Subject headings: galaxies: Milky Way — galaxies: structure — infrared: sources — interstellar: molecules — 

nebulae : H n regions — stars : formation 

I. INTRODUCTION 

The number and distribution of young stars in the inner 
Galaxy and the relation of young stars to their parent molecu- 
lar clouds are of importance to the understanding of how 
molecular clouds evolve and form stars, in our Galaxy and in 
other galaxies. This subject has so far been approached from 
the somewhat separate viewpoints of molecular clouds (Dame 
et al 1985; Sanders, Scoville, and Solomon 1985, and refer- 
ences therein), H n regions (Güsten and Mezger 1982, and ref- 
erences therein), and far-infrared (FIR) sources (Hauser et al 
1984, and references therein). These studies have revealed the 
large-scale distributions of molecular clouds, H n regions, and 
FIR sources in the inner Galaxy. However, detailed accounts 
of the associations among these objects and detailed estimates 
of the stellar content in each cloud remain to be made. Recent- 
ly it has become possible to compare nearly complete surveys, 
with nearly identical angular resolution (8-10'), over a signifi- 
cant part of the first quadrant. These are the CO J = 1 —► 0 line 
survey of Cohen et al (1980), the 6 cm continuum surveys of 
Altenhoff et al (1970, 1978), the associated H 110a line survey 
of Downes et al (1980), and the FIR survey at 150, 250, and 
300 gm of Hauser et a/. (1984). This paper is a comparison of 
these surveys. Our main purposes are to determine the degree 
of association between FIR sources, H n regions, and molecu- 
lar clouds in the first quadrant and to describe and analyze the 
stellar content of these molecular clouds. Our main conclu- 
sions are (1) most FIR sources coincide with H n regions, and 
nearly all H n regions coincide with molecular clouds; (2) the 
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mass of stars in a cloud M* is correlated with the cloud mass 
McioUd; (3) the star formation efficiency, SFE = MJ 
(M* -b Mcloud), of all the molecular gas inferred from CO 
emission probably lies near 0.02; (4) the “infrared excess” of a 
source shows no significant decrease with galactocentric 
radius; and (5) clouds in the inner galaxy are probably several 
times 107 yr old and may have been producing O stars for only 
the most recent ~20% of their lives. 

The method used here, combining FIR and radio continuum 
luminosity to estimate the stellar content of a cloud, is fairly 
general and may be extended to other parts of the Galaxy, and 
to other galaxies, with better data. It should also prove pos- 
sible to increase greatly the accuracy of the present stellar 
content estimates by using high-resolution, high-sensitivity 
data from the IRAS satellite. 

The data used in this paper are described in § II, the criteria 
of association are developed, tested, and used in §§ III and IV, 
the source luminosities are calculated in § V, and the stellar 
mass and star formation efficiencies are estimated in § VI. The 
results are discussed and interpreted in § VII and are sum- 
marized in § VIII. 

II. DATA 

The data used in this paper are based on the first-quadrant 
surveys summarized in Table 1. The surveys were chosen so as 
to permit comparison of information based on FIR, radio con- 
tinuum, and CO observations with similar coverage, sampling, 
and angular resolution, and with the best sensitivity available. 
It is instructive to compare relatively unprocessed maps in 
Figure 1 from surveys 1, 2, and 5 before proceeding to more 
detailed analysis. These maps cover 25° < / < 35°, 
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TABLE 1 
Surveys of the First Quadrant of the Galactic Plane 

a 
Type 

of 
Emission 

FIR continuum 

Radio continuum 

H 110a line  

CO J = 1 —► 0 line 

Angular 
Resolution 

Velocity 
Resolution 
(km s-1) Sensitivity Sampling 

150 /un 
250 /¿m 
300 fim 

6 cm 
6 cm 
6 cm 

2.6 mm 

10' 

11 
2.6 
2.6 1.9 

0.65 

350 Jy Hz“1/2 

270 Jy Hz“1/2 

190 Jy Hz“1/2 

4 Jy 
0.01 K 
0.03 K 

0.6 K 

Reference 

Continuous 

Continuous 
Continuous 
Peaks of No. 3 

with flux 
density > 1 Jy 

Every 7!5 
or every 15' 

Note.—All surveys have common coverage in the region 12° < / < 60°, — l0<h<l°. 
References.—(1) Hauser et al 1984. (2) Altenhoif et al 1970. (3) Altenhoff et al 1978. (4) Downes et al 1980. (5) Cohen et al 

1980 and Cohen, Dame, and Thaddeus 1985. 
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Fig. 1.—Comparison of three surveys of the Galactic plane over the latitude range — Io < 6 < Io and longitude range 25° < / < 35°. (top) 150 pm continuum 
emission (Hauser ei al 1984), with contours representing 1.0, 2.0, 3.0, 4.0, 5.5, 7.0, 9.0, 11, 15, 19, 25, 33, 44, 60, 76, and 100 times 2.9 x 10"11 W m"2 in the beam. 
(middle) 6 cm continuum emission (Altenhoff et al 1970), with contours increasing uniformly in integer multiples of 0.23 K brightness temperature, (bottom) 2.6 mm 
J = 1—>0 12CO line emission, integrated over all Doppler velocities allowed by Galactic rotation, with contours increasing in integer multiples of 26 K km s"1, 
starting from 78 K km s "1. 

© American Astronomical Society Provided by the NASA Astrophysics Data System 



19
8 

6A
pJ

. 
. .

30
1 

. .
39

8M
 

TABLE 2 
First-Quadrant3 Molecular Clouds and Their Associated H ii Regions and Far-infrared Sources 

Molecular Cloud H ii Region FIR Source 

Name 
(1) (2) (3) 

D 
(kpc) 

(4) 

log Mcioud (Mg) 
(5) 

/ b 
(6) (7) 

^LSR 
(km s x) 

(8) 

log L(Lya) 
(¿o) 
(9) 

log L(FIR) 
l b (L0) Note 

(10) (11) (12) (13) 

12,45 
13,54 
14,20 

14,39 

17,22 
17,44 
17,58 
18,48 

19,65 

20,25 

12?0 
12.0 
12.0 

13.5 

15.6 
15.5 
15.0 
17.5 

20,42 .. 
21,60 .. 
22,53 .. 
23,78N 
23,78F. 

24,42 
24,98 

19.7 
20.3 
21.2 
19.5 
19.5 

23.2 
20.8 

24,110 . 
25,55N 
25,55F. 
26,65 .. 
27,25 .. 
27,34 .. 

29,52 
29,80 
31,12 
31,48 
31,95 

22.0 
23.4 
23.4 
26.0 
26.0 
26.4 

27.5 
27.0 
31.0 
29.5 
26.6 

33,10 .. 
35,13 .. 
35,44 .. 
35,44 + 

36,57 ... 
37,82 
38.16 .. 
39,32 .. 
39,42 .. 
40,59 .. 
41,37 ... 
42.16 .. 
43,11 .. 
43,11 + 
43,63 .. 

13?5 
15.0 
15.7 

15.5 

18.5 
17.5 
17.5 
19.7 

17.5 20.3 

18.5 23.5 

21.2 
21.2 
23.3 
24.8 
24.8 

25.5 
26.6 

26.0 
26.0 
26.0 
27.0 
28.0 
29.5 

30.5 
31.8 
31.5 
32.9 
34.8 

32.5 
32.9 
33.0 
31.0 

35.5 
31.8 
37.0 
38.0 
38.5 
37.6 
40.6 
41.4 
42.9 
42.9 
40.7 

32.9 
35.5 
36.5 
35.5 

37.5 
40.5 
40.0 
40.0 
39.5 
40.7 
42.3 
42.1 
43.4 
43.4 
43.5 

5.3 
5.8 
2.3 

4.4 

2.0 
4.4 
5.3 
4.4 

5.5 

2.5 

3.8 
14 
4.4 
5.9 

12.6 

3.4 
7.1 

9 
4.1 

14 
4.9 

16 
15 

3.8 
5.7 
0.9 

14 
6.9 

16 
0.9 
3.1 
3.1 

12 
9.5 
1.0 
2.2 
2.9 

11 
2.6 

14 
14 
14 
10 

6.5 
5.9 
6.0 

6.2 

5.5 
6.2 
5.8 
6.1 

6.3 

5.1 

5.6 
6.3 
6.2 
6.4 
7.0 

5.6 
6.9 

6.4 
6.0 
6.6 
5.5 
6.2 
6.5 

5.4 
6.7 
3.2 
6.6 
7.0 

6.0 
4.6 
5.8 
5.7 

6.7 
7.0 
4.5 
5.0 
4.7 
6.8 
5.1 
5.8 
5.6 
5.5 
6.7 

12?8 - 0?3 
13.1 +0.0 
14.5- 0.6 
15.1 -0.6 
13.9 + 0.3 
14.0- 0.1 
14.6 + 0.0 
17.0 + 0.9 
16.4-0.3 

18.3-0.3 
19.0 + 0.0 
19.6- 0.3 
18.9-0.5 
19.1- 0.3 
19.5 + 0.1 
21.0 + 0.1 
20.1- 0.1 
20.8-0.1 

22.8- 0.5 
23.0-0.4 
23.9- 0.1 
24.0 + 0.1 
25.3 + 0.3 
23.4- 0.3 
23.5 + 0.0 
24.5- 0.3 
24.5 + 0.5 
24.8 + 0.1 
25.8 + 0.3 
26.5 + 0.4 
24.5 + 0.3 

25.4 + 0.1 

26.1-0.1 
27.3 + 0.1 
27.5 + 0.1 

31.4-0.3 

28.6 + 0.0 
30.0 + 0.0 
30.3-0.1 
30.8 + 0.0 
31.1+0.0 
31.4 + 0.3 
33.9 + 0.1 
32.8 + 0.3 

35.0-0.5 
34.3 + 0.1 
35.6 + 0.0 
37.4 + 0.0 

39.3 + 0.0 

37.9-0.4 

41.5 + 0.0 
43.1 +0.0 

41.1 -0.3 
42.1 -0.6 
43.1 -0.5 

37 
54 
11 
17 
53 
31 
37 
24 
44 

48 
50 
40 
67 
61 
24 
18 
46 
57 

74 
78 
75 
80 
45 

104 
91 
96 

102 
107 
112 
90 

117 

59 

33 
33 
36 

90 

96 
99 
99 
90 
99 

104 
98 
17 

52 
53 
52 
60 

24 

60 

15 
10 

58 
66 
56 

5.62 
4.85 
3.69 
6.30 
4.52 
4.44 
5.59 
4.78 
3.94 

<4.1 
5.11 
4.32 
4.70 
5.61 
4.95 
5.14 
3.49 
3.86 
6.06 

<3.9 
<4.2 

5.32 
5.71 
4.93 
5.28 
3.65 
5.41 
5.41 
5.56 
5.65 
5.18 
5.87 
5.23 
5.66 

<3.9 
6.22 

<4.0 
<5.1 

5.61 
5.07 
5.47 

<3.8 
4.44 

<5.1 
<4.9 

5.39 
5.56 
4.68 
6.14 
4.71 
4.47 
4.42 
5.54 

<2.6 
3.83 
4.68 
4.53 
5.59 

<4.6 
2.95 

<3.3 
<3.6 

5.39 
<3.5 

5.15 
6.64 

5.34 
5.04 
4.65 

12?9 - 0?2 
13.3 +0.0 
14.3-0.5 
15.0 - 0.7 
13.9 + 0.0 
13.9-0.2 
14.5 + 0.0 
17.1 +0.8 
16.3 - 0.2 

24.8 + 0.1 

24.4 + 0.1 

25.4-0.2 

26.2 + 0.0 
27.2 + 0.0 

28.6 + 0.0 
29.8-0.1 

30.6-0.2 

32.7 + 0.2 

34.2 + 0.2 
35.5 + 0.1 

6.3 

6.6 

6.5 
6.1 
6.4 

18.2-0.3 5.7 
19.0-0.1 5.4 
19.7-0.2 

19.4 + 0.0 

20.6-0.3 6.6 

22.9-0.3 
22.9-0.3 
23.9 + 0.1 
23.9 + 0.1 

23.3 - 0.2 6.9 
23.3 -0.2 6.9 

6.0 
5.0 

37.7 - 0.3 6.3 

43.2 + 0.0 7.9 

41.0-0.2 6.2 

b 
b 

M17 
b, c 

b 
d 

M16 
e 

S53 

b 
b, f 
b, f 
b 

b, f 
b, f 

b, g 
b, g 
b, g 
b, g 
b, f 
g 
g 

b, g 
b, g 

b, f 
b, f 

b 
b, f 

b, f 

b, f 
W43 
b, f 
b, f 
b, f 
b 

L617 
b, f, h 

W44, h 

b, f 
b, f 
b, f 

b, f, i 
b,f,j 

b, f 
b, f 

W49, k 
k 
1 

b, f 
b, f 
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MOLECULAR CLOUD CO, H ii, AND FIR SURVEYS 401 

TABLE 2—Continued 

Molecular Cloud H ii Region FIR Source 

Name 
(1) (2) (3) 

D 
(kpc) 

(4) 

log Mcioud 
(Mg) 

(5) 
/ 

(6) 
b 

(7) 

^LSR 
(km s “ 

(8) 

log L(Lya) 
(L0) 
(9) 

/ 
(10) 

log L(FIR) 
b (L0) 

(11) (12) 
Note 
(13) 

43,63 + 
44,60 .. 
46,25 .. 
46,59 .. 

49,18 
49,59 

50,45 ...... 
51,55   
53,24   
53,60    
54,40 ...... 
56.36 ...... 
58.37   
60,27   

Median . 

40? 7 
43.5 
45.0 
44.7 

48.5 
48.5 

48.5 
50.8 
52.6 
51.8 
53.8 
55.0 
57.2 
58.7 

43?5 
44.7 
46.5 
47.2 

49.0 
50.2 

51.0 
51.8 
54.0 
53.3 
54.3 
57.2 
59.4 
60.0 

10 
9.6 
1.8 
9.2 

12 
7.3 

3.6 
5.0 
1.9 
3.4 
8.3 
5.6 
3.9 
2.6 

5.4 
6.2 
4.2 
6.5 

5.6 
6.2 

5.4 
5.6 
4.6 
5.0 
5.3 
5.7 
5.2 
4.9 

45? 1 + 0?1 
45.5 + 0.1 
46.5- 0.3 
48.6 + 0.0 
48.9-0.3 
49.2-0.3 
49.5- 0.4 
50.1 -0.6 

51.4 + 0.0 

54.1 -0.1 

58 
54 
57 
18 
66 
67 
59 
70 

53 

43 

<4.6 
<4.6 
<3.2 

5.32 
5.57 
5.28 
5.68 
5.44 
5.68 
6.41 
4.69 

<3.8 
4.56 

<3.2 
<3.7 

4.85 
<4.1 
<3.8 
<3.5 

5.28 

45?5 + 0?1 

48.8 + 0.1 

49.6-0.3 

51.3 + 0.0 

54.1 +0.0 

6.3 

7.3 

6.4 

5.2 

6.3 

b, f, 1 
b, f 
b, f 
b, f 

b, f 

b, f 
b, f 

W51 
b, f 
b, f 
b 

b, f 
b, f 

b, f 
b, f 
b, f 

a In the Galactic coordinate range 12° < / < 60°, — Io < h < Io. Each cloud is named with the /, v coordinates of its peak on the l-v diagram. 
b Not detected or very weak at 250 /urn. 
c ^lsr of H ii region exceeds that of CO cloud by more than the adopted limit of 10 km s - ^ but H ii region position agrees well with that of CO peak. d FIR source 14.5 + 0.0 has an unusually high temperature (46 K) deduced from the FIR data according to the methods used in this paper. 

Consequently the derived luminosity, 106,5 L0, may be an overestimate. 
e L(Lya) is remarkably low for a FIR source of the deduced L(FIR). 
f Not detected or very weak at 150 /mi. 
8 Double FIR identification. 
h Log [McIoud(35,44) + McIoud(35,44 + )] = 6.1. 1 Cloud latitude boundaries —0?15 < h < Io. 
j Cloud latitude boundaries —l°<h< — 0?15. 
k Log [Mcloud(43,ll) + Mcloud(43,ll +)] = 5.9. 
1 Log [Mcloud(43,63) + Mcloud(43,63 + )] = 6.7. 

— 1° < < 1°, in the 150 jj,m FIR (Hauser et al 1984), in the 6 
cm radio continuum (Altenhoff et al 1970), and in the 2.6 mm 
CO line (Cohen et al 1980). The CO map is integrated over a 
window including all velocities permitted by Galactic rotation, 
to allow direct comparison with the two continuum surveys. 
The designation of the most prominent radio continuum 
sources is that given in Table 2 of Altenhoff et al (1970). 

As in earlier comparisons (e.g., Okuda 1981), these maps 
show that the radio continuum sources have smallest angular 
size, least “ background,” and best definition. The FIR sources 
are well correlated with the radio continuum sources but are 
more extended and sit on a bright “ diffuse background.” The 
CO emission shows some correspondence with the main FIR 
and radio continuum structures. But since the CO maps are 
integrated over wide velocity windows, line blending degrades 
cloud definition compared to that obtained from narrow 
windows, as in § I Va. To the extent that CO regions can be 
resolved, each typically “encloses” several radio continuum 
and FIR sources. The correlation in position between radio 
continuum peaks and FIR peaks appears good; and while 
radio continuum/FIR peaks are seen where CO emission is 
present, their correlation with CO peaks is poorer. 

III. ASSOCIATION OF H II REGIONS AND 
FAR-INFRARED SOURCES 

a) Position-Velocity Map o/H n Regions 
To compare H n regions with FIR sources and molecular 

clouds, we have sought to improve on simple continuum maps 

such as those of Altenhoff et al (1970), because (1) they contain 
numerous nonthermal sources (supernova remnants and 
quasars); (2) their sensitivity, ~4 Jy, is poor compared to that 
of modern surveys; and, most important, (3) they contain no 
velocity information. Therefore we have used sources in the 
range — Io < b < Io, 12° < / < 60° that were detected in the H 
110a line survey by Downes et al (1980), to create a synthetic 
“ position-velocity ” map of H n regions. The continuum emis- 
sion from each source was represented by a circularly sym- 
metric Gaussian, with center position, FWHM diameter, and 
peak intensity as given in Table II of Downes et al (1980). The 
velocity distribution of emitting gas was also assumed to be 
Gaussian. At each position within the source, the center veloc- 
ity and FWHM velocity width were taken to be the center 
velocity and FWHM of the H 110a line measured by Downes 
et al (1980) at the peak of the source. This three-dimensional 
map, based on observations made with a 2'.6 FWHM beam, 
was gridded at TO intervals in / and b and at 0.65 km s_1 

intervals in vLSR and was then convolved in l and b with a 
Gaussian having 8' FWHM, in order to facilitate comparison 
with the Cohen et al (1980) CO survey (8' beam) and the 
Hauser et al (1984) FIR survey (10' beam). The resulting map 
is ~36 times more sensitive to a point source, and contains 
~50% more thermal sources, than that of Altenhoff et al 
(1970), when identical areas of coverage are compared. 

There are 68 distinct sources in this synthetic map. Their 
peak positions, integrated fluxes, and peak velocities are listed 
in Table 2. Where comparison is possible, these source par- 
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MYERS ET AL. Vol. 301 402 

Fig. 2.—Distributions of relative angular position between FIR sources from Hauser et al. (1984) and H n regions in the smoothed map described in § Ilia, {a) 
Number vs. Ah(FIR-H n), the Galactic latitude distance from each FIR source to the nearest H n region, (b) Number vs. A/(FIR-H n), the Galactic longitude 
distance from each FIR source to the nearest H n region, (c) Number per square degree vs. A0(FIR-H n), the absolute angular distance from each FIR source to the 
nearest H n region, (d) Number per square degree vs. A0(H n-H n), the absolute angular distance from each H n region to its nearest neighbor. 

ameters are in good agreement with those of the 41 H n 
regions found in the same l-b range in the less sensitive H 109a 
line survey by Reifenstein a/. (1970). 

b) Relative Positions o/H n Regions and 
Far-infrared Sources 

To aid in the choice of a criterion of association between H n 
regions and FIR sources, we present in Figure 2 four histo- 
grams of relative angular position. For the 63 FIR source 
peaks having —l0<h<l°, 12°</< 60° in Hauser et al 
(1984), we plot histograms of (a) Ah(FIR-H n), the Galactic 
latitude distance to the nearest H n region peak in the syn- 
thetic H ii region map; {b) A/(FIR-H n), the Galactic longitude 
distance to the nearest H n region peak; (c) A0(FIR-H n), the 
absolute angular distance to the nearest H n peak; and (d) 
A0(H ii-H n), the absolute angular distance from each H n 
region peak to that of its nearest neighbor. 

Figures 2a and 2b show that the histograms are approx- 
imately symmetrical about zero offset, as expected if pointing 

and other position errors are randomly distributed. A vertical 
line in Figure 2c at 0?1 represents the estimated 1 cr uncertainty 
in A0(FIR-H ii) due to the pointing uncertainty in the FIR 
observations (Hauser et al. 1984) and to the effects of gridding 
the H ii region map at 0?125 intervals. The histogram falls off 
sharply for offsets greater than this uncertainty, suggesting that 
most of the nearest-in-angle FIR-H n pairs are in fact coin- 
cident within position errors. Some of these coincidences may 
be due to chance rather than physical association, but com- 
parison of Figures 2c and 2d suggests that chance coincidence 
must be rare. If the relative positions of FIR sources and H n 
regions were uncorrelated, histogram (c) would peak at an 
angular distance about half the characteristic spacing between 
H ii regions. Histogram (d) shows that the typical spacing 
between H n regions is about 0?4, while (c) peaks at a value less 
than 0?1. 

Therefore, the nearest H ii region to a FIR source is gener- 
ally associated, and it remains to limit the acceptable position 
offsets to a reasonable range. For this purpose we adopt 0?30, 
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about 3 a, as the maximum value of A0(FIR-H n) for associ- 
ation. This choice leads to the rejection of 24 nearest neighbors 
as not associated, about one FIR-H n pair out of three. This 
fraction is essentially the same as that found by Hauser et al. 
(1984) in comparing their FIR sources with the 6 cm sources of 
Altenhoff et al. (1970). The typical FIR source without an 
associated H n region is distinctly weaker than the typical FIR 
source with an associated H n region, the mean 150 /im flux 
density being 2.1 + 0.2 x 103 Jy as opposed to 4.1 ± 0.4 x 103 

Jy. Therefore some of the FIR sources without H n regions 
may be due to stars later than type O. This point warrants 
further investigation. 

IV. ASSOCIATION OF CO CLOUDS AND H II REGIONS 

a) Processed CO Maps 

Figure 1 shows that the ability of CO maps to delineate 
molecular clouds is largely lost when the CO data of Cohen et 
al. (1980) are treated like continuum maps and are integrated 
over the entire frequency window of the spectrometer. This 
arises mainly because of (1) confusion and blending of lines 
from two or more clouds along the same line of sight, and (2) 
the presence of a “background” of weak emission extended 
over angular and velocity dimensions bigger than that of indi- 
vidual clouds with strong (T$ ä 10 K), narrow 
(AF æ 5 km s“1) lines. Since the CO line emission has rela- 
tively narrow bandwidth, we filter out the background in the 
standard way by integrating the CO emission over velocity 
windows, each only a few line widths wide. The choice of 
window width is a compromise: narrow (~10 km s-1) 
windows give excellent cloud definition but cause clouds with 
large velocity gradients to be spread over several maps with 
adjacent velocity windows; broad (~30 km s-1) windows 
allow most clouds to appear only once but blend distinct 
velocity features together and give poor cloud definition. We 
adopt windows 20 km s “1 wide, a value typical of those used 
by Dame et a/. (1985). To cover the range of emission velocities 
0- 120 km s“1 with contiguous 20 km s-1 windows we made 
1- b maps with the windows of t'LSR centered at odd multiples of 
10 km s “ ^ i.e., 10, 30,..., 110 km s “1. 

In a 20 km s-1 spectral window, the velocity-integrated 
“background” line emission is sometimes comparable to the 
velocity-integrated “ cloud ” line emission, so we have clipped 
the data to further improve cloud definition. All intensities 
below 2 K were set to zero before integrating over the velocity 
windows, as was done by Dame ei al. (1985) in preparing their 
Figure 7. The reduced cloud mass depends on the chosen 
threshold: as the threshold increases from 1.5 to 2.5 K, the 
average cloud mass decreases by about 60%. However, 2 K is a 
reasonable threshold choice. For thresholds less than ~1 K, 
confusion significantly reduces cloud definition. For thresholds 
more than ~3 K, small clouds are lost. For simplicity, a con- 
stant 2 K threshold was used over the entire angular area of the 
map, even though the CO background is significantly larger 
below / = 30° than above. Therefore the masses of clouds with 
/ < 30° may be overestimated, and the masses of clouds with 
/ > 30° may be underestimated, by a typical factor of 2, in 
comparison to masses estimated from a regionally varying 
threshold. 

Maps of the CO emission with clipping and velocity integra- 
tion as described above are presented in Figures 3a and 3b. 

b) Classification, Distances, and Masses of CO Clouds 
The emission shown in Figure 3 has been divided into 52 

discrete emission features; two of these are judged to be line-of- 
sight blends, so that 54 discrete “ clouds ” result. An emission 
feature is classified as a cloud if it appears as a local maximum 
of emission on both the l-v diagram (integrated over b) and on 
Figure 3. The l-v diagram (not shown here) is an unsmoothed 
version of Figure 3 of Dame et al. (1985); the two differ only 
slightly. A boundary between clouds, indicated as dashes in 
Figure 3, was usually drawn through the deepest local minima 
between features; in several cases its position was influenced by 
the appearance of the features on the l-v diagram. In some 
cases the location of a boundary line is arbitrary (e.g., between 
clouds 24,98 and 31,95), and relative uncertainty of a factor of 
~ 2 in the cloud dimension perpendicular to the boundary line 
results. This leads to relative uncertainty of a factor of ~ 2 in 
mass and ~21/2 in mean number density. However, these 
errors have little influence on the main conclusions of this 
paper. 

More significant changes in cloud properties arise if the 
number of boundary lines in Figure 3 is increased appreciably. 
For example, suppose a structure we call a “cloud” contains S 
local maxima of integrated intensity, and their individual 
properties are to be analyzed.3 Then these units, if identical, 
will have size, mass, and density that are multiples of those 
estimated hereby respective factors ^S~112, ~S~1 and ~S1/2. 
In § Vila we compare cloud statistics from this paper with 
those of Sanders, Scoville, and Solomon (1985), whose method 
of identifying clouds resembles the alternative described here, 
and we find that typically S & 5. This alternate cloud definition 
can thus lead to a reduction of order 5 in cloud mass from that 
used here, and this reduction is comparable to the random 
uncertainty in the mass estimate (§ Vld). 

The cloud estimates presented here are, we believe, most 
appropriate to describing the largest associated structures, 
with relative mass uncertainties of order ~ 2 due to uncertainty 
in placement of boundary lines. This choice is supported by the 
close agreement between CO-based mass and virial mass 
described by Dame ei al. (1985). Cloud estimates based on one 
local maximum per cloud tend to give the smallest possible 
mass and size consistent with the data and take no account of 
the tendency of such maxima to occur in coherent large struc- 
tures, demonstrated recently by Rivolo, Solomon, and Sanders 
(1985). Nonetheless, we note throughout this paper how this 
change in definition would modify our conclusions. In most 
cases, there is no significant change. 

Each cloud is named, and labeled in Figure 3, with the (/, z;)- 
coordinates of its peak in the l-v diagram. Occasionally a cloud 
appears to straddle two adjacent velocity windows, having two 
emission features at approximately the same range of /. Then 
we denote the more prominent feature as l, v and the less 
prominent feature as /, £> + (l, v — ) if the less prominent feature 
is higher (lower) in velocity. Generally, small, isolated features 
with only one or two contours were not cataloged as clouds, 
except if they occur in the lowest velocity (10-30 km s-1) 
window. In that case, they may represent clouds with signifi- 
cant mass if they lie at the far kinematic distance (e.g., the cloud 
43,11 associated with W49). 

The distance to all but two clouds was obtained by applying 

3 The present method of assigning boundaries estimates the largest associ- 
ated structures. For simplicity, we term them “clouds,” although one might 
also call them “ complexes ” that contain “ clouds ” or “ clumps.” 
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the rotation curve expression of Burton (1971), which agrees 
well with that of Schmidt (1965). The near-far ambiguity was 
resolved by using the velocity of H2CO line absorption 
(Downes et al. 1980) or the latitude extent of the cloud (Dame 
et al. 1985). For M16 and Ml7, the distance from optical spec- 
trophotometry was adopted. 

The mass Mcloud of each cloud in Figure 3 was estimated by 
integrating the emission over the /- and h-limits indicated by 
the dashed cloud boundaries. We used the relation derived by 
Lebrun et a/. (1983) from an intercomparison of CO, Hi, and 
diffuse y-ray emission in the first quadrant : 

NH2(l, b) = 2x 1020 T12(l, b, v)dv cm 2 , (1) 

where NH2 is the column density of H2 molecules and T12 is the 
brightness temperature of the 12CO line emission. We assumed 
one helium atom for every five hydrogen molecules. In simple 
models of cloud geometry, integration over the line profile as in 
equation (1) would be expected to underestimate the column 
density for optically thick lines such as the 2.6 mm line of 
12CO. However, a wide range of independent investigations 
supports the use of this method (Liszt 1982), and cloud masses 
estimated in this way agree closely with virial estimates (Dame 
etalA9S5). 

The name, boundaries, adopted distance, and mass of each 
CO cloud are summarized in Table 2. For each associated H n 
region, Table 2 gives the coordinates of peak emission on the 6 
cm map described in § Ilia, the FLSR of the H 110a line; and the 
Lyman-alpha luminosity (§ Yb). For each FIR source associ- 
ated with an H n region, Table 2 gives the coordinates of peak 
150 /un emission (Hauser et al. 1984) and the source lumin- 
osity, after subtraction of an appropriate “background” 
(Appendices B, C). Each cloud is described further in Appendix 
A, which notes prominent associated H n regions, the basis for 
distance determination, information about the choice of cloud 
boundaries, and other properties deserving comment. 

The total mass in this sample is 1.1 x 108 M0, and the mean 
and standard deviation in cloud mass are 1.9 x 106 M0 and 
2.5 x 106 M0 respectively. The distribution of masses 
(uncorrected for beam dilution of distant clouds) resembles 
those found by Dame et al. (1985) and Sanders, Solomon, and 
Scoville (1983), in that most of the mass is in relatively few 
massive clouds. The mass uncertainties include factors of ~2 
in conversion between CO and H2 mass, in the choice of clip- 
ping threshold, and occasionally in the choice of cloud bound- 
ary. There may also be a bias of a similar factor, associated 
with background removal by clipping as opposed to subtrac- 
tion. The ratio of cloud mass, as deduced here, to that of Dame 
et al. (1985) is typically 1.5-2.0, depending on the method of 
averaging. This increase has little influence on the conclusions 
in this paper; its basis is discussed in detail in Appendix A of 
Dame ei a/. (1985). 

We estimate the amount of “ background ” mass excluded by 
clipping by assuming that background emission obeys the 
same CO to hydrogen scaling law as does cloud emission, and 
that background emission arises from the distance of the cloud 
nearest in angle and velocity. Then for an idealized model in 
which the clip threshold equals half the typical peak line inten- 
sity, the mass excluded by clipping is 0.7-2.0 times the mass 
included by clipping, for reasonable ranges of background 
intensity (0.8-1.6 K) and of cloud line width at the clip thresh- 
old (5-10 km s-1). This result suggests that the background 
mass excluded by the present level of clipping may be compa- 

rable to, but does not greatly exceed, the deduced cloud mass 
in our sample, ~108 M0. 

c) H ii Regions 
The 68 H n regions selected as described in § Ilia have been 

placed on Figure 3 according to the (/, ^-coordinates of the 
peak emission and the IlSR of the peak H 110a line intensity. 
The source-integrated flux density is coded by the size of the 
circle, as indicated in the inset. The correlation of H n regions 
with molecular clouds is remarkably good. Only five H n 
regions lie more than 0?1 beyond the outer contour of a molec- 
ular cloud, and most of these five are at the far kinematic 
distance, where associated CO emission may have been missed 
owing to beam dilution. Therefore, location of an H n region 
within the CO emission contours of Figure 3 is probably a 
good criterion of association. This high rate of coincidence also 
suggests that the clip threshold, discussed in § I Va, has not 
been set unrealistically high. 

d) Relative Positions of CO Cloud Peaks and 
H ii Regions 

The high density of molecular clouds and H n regions in the 
inner Galaxy makes it inevitable that unrelated clouds and 
H ii regions will occasionally line up, and the near-far distance 
ambiguity allows such well-separated objects to have the same 
radial velocity. We have examined our data in two ways to test 
whether a significant number of the associations resulting from 
the criterion in § IVc are spurious in this sense, and we find this 
number to be insignificant. Here we show the first of these tests, 
a comparison of histograms of relative position between H n 
regions and peaks of CO emission; in § IVe we compare histo- 
grams of relative velocity. 

By analogy with the Orion Nebula, Ml7, W3, and other 
nearby H n regions, a molecular cloud should have enhanced 
CO emission near an associated H n region. Such CO 
enhancement is visible at many locations in Figure 3. There- 
fore we made a histogram of the angular distance from the 
position of each H n region in our sample to the nearest local 
maximum of integrated antenna temperature in the CO map. 
This is shown in Figure 4 as “first quadrant” sources. To test 
this distribution for evidence of spurious associations, we con- 
structed a “ control group ” of H n regions known to be associ- 
ated with CO clouds. We used a sample of optically visible H n 
regions (20 from Israel 1978; 12 from Blitz, Fich, and Stark 
1982) believed to be associated with CO emission on the basis 
of position agreement among their optical photographs, radio 
continuum maps, and CO emission maps, and velocity agree- 
ment between their CO and radio recombination lines. To 
these 32 regions we added three optically invisible H n regions 
(W3, W49, W51) whose detailed radio continuum and CO 
maps show strong evidence of interaction and thus of associ- 
ation. For this “standard” sample of 35, the CO and radio 
continuum maps were made with much finer angular 
resolution than were the maps in the first-quadrant sample. 
Nearly all the CO maps were made with the University of 
Texas Millimeter Wave Observatory, with FWHM beam 23; 
and most of the radio continuum maps were made with the 
Westerbork Synthesis Radiotelescope, with FWHM synthe- 
sized beam ~ 10". 

We assume that the uncertainty in each source position 0S 
due to effects of resolution, sampling, and gridding is pro- 
portional to the FWHM beam width, i.e., <j0s = aA6b, where a 
is a constant of order unity. Then the uncertainty in the relative 
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A0S ( Degrees) 

Fig. 4.—Distribution of angular offset A6S between an H n region and the nearest peak of CO emisión, (a) Comparison of histogram for a standard sample of 
relatively nearby H n regions known to be associated with molecular clouds with histogram for first-quadrant clouds studied in this paper. In each plot, the estimated 
uncertainty in A0S, aMs is marked by a labeled tick, (b) Distributions of relative probability of angular offset A9S, expressed in units of gMs, obtained from 
distributions in (a) by dividing the number of sources in a bin by the angular area corresponding to that bin. 

position A6S = 0S(1) - 0S(2) is (tMs = a[A0^ + A0¿2]
1/2. For 

a = 1, the values of (tMs are then 0?038 for the standard sources 
and 0?18 for the first-quadrant sources. In Figure 4a a vertical 
tick is shown at each of these values. Figure 4a suggests that 
the standard and first-quadrant histograms may be similar 
when the angular distance coordinate A0S is expressed in terms 
of its uncertainty crA0s. 

As a test we binned the standard and first-quadrant source 
data in units of (JA0s/2, for a = 1, obtained the cumulative dis- 

tributions, and applied the Kolmogorov-Smirnov two-sample 
two-tailed test (Siegel 1956, Table M). This test indicates that 
the distributions are statistically indistinguishable for all tabu- 
lated levels of significance (significance <0.10). Reasonable 
changes in binning or in the parameter a do not change this 
conclusion. Thus for each sample, the histogram of relative 
angular position between an H n region and the nearest CO 
peak is dominated by source pairs closer together than the 
uncertainty in relative position, and there is no significant evi- 
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dence for spurious associations in the first quadrant sources. 
To further illustrate this point, we show in Figure 4b the dis- 
tributions of relative probability P of finding the nearest CO 
peak at angular distance Ads, where A6S is expressed in units of 
<7A0s. The similarity of the standard and first-quadrant distribu- 
tions is then clearly visible. 

e) Relative Velocities of CO Clouds and 
H ii Regions 

As a further check on the attribution of H n regions to 
molecular clouds, we compare the CO and recombination line 
velocities for the first-quadrant and standard cloud samples 
described in § YVd. For each H n region peak in the position- 
velocity map (§ Ilia), we obtained the difference in velocity 
AV = Vco — Ihh between the recombination line velocity at 
the position of strongest continuum emission and the velocity 
of the nearest peak in the spectrum of CO emission at the same 
position. The histogram of these first-quadrant velocity differ- 
ences is shown in Figure 5, with that for the standard regions 
for comparison. The standard sample was selected in essen- 
tially the same way as in § lYd, but it has some different 
members because some regions lack CO maps, while others 
lack recombination line velocities. These histograms of relative 
velocity are not dominated by resolution effects as are the 
histograms of relative position in § lYd. The first-quadrant and 
standard histograms have about the same width, FWHM « 9 
km s_1. The first-quadrant histogram is centered at 0 km s" ^ 
while the standard histogram is centered at ~3 km s_1, as 
noted by Israel (1978). Since the standard sample was optically 
selected, the H n regions tend to lie in front of their molecular 
clouds. Therefore A F is generally positive as the H n region 
gas flows away from its cloud. The first-quadrant sample was 
not optically selected, so there is no reason to expect such a 
bias in the distribution of AV. Thus in comparison to the 
standard distribution of relative velocities, that for the first 
quadrant has no abnormality in width or center velocity and 

no unusually large wings that would suggest spurious associ- 
ation. Application of the Kolmogorov-Smirnov test as in § lYd 
indicates that the two distributions are again statistically indis- 
tinguishable, regardless of whether one shifts the standard 
sample by 3 km s ~1. 

Based on these tests in §§ lYd and lYe, we conclude that 
location of an H n region within the outermost contour of CO 
emission from a cloud in Figure 3 gives no significant evidence 
for spurious associations. It is therefore an adequate criterion 
of association, and the H n region entries in Table 2 satisfy this 
criterion. 

/) Distributions o/H n Regions and Molecular Clouds 
Figure 6 presents histograms of number of clouds versus log 

cloud mass for (a) clouds with associated H n regions and (b) 
clouds without associated H n regions. These histograms are 
not corrected for beam dilution of distant clouds. They show 
that in each group most of the mass is in the most massive 
clouds, as found by Dame et al. (1985), Sanders, Scoville, and 
Solomon (1985), and others. Consequently, the mean mass of 
clouds with H ii regions, 2.6 x 106 M0, differs only slightly 
from the mean mass of clouds without H n regions, 1.1 x 106 

Mq. However the histograms differ significantly at the low- 
mass end : six of the 22 clouds with no H n regions have mass 
less than 105 M0, while only one of the 32 clouds with H n 
regions has mass less than 105 M0. Furthermore, the associ- 
ation of the H ii region with this one cloud (38,16) is uncertain; 
see the discussion in Appendix A. The Kolmogorov-Smirnov 
test described earlier indicates that the two samples are prob- 
ably distinct: the likelihood that they would arise from the 
same parent distribution is about 0.05. The present results are 
consistent with the finding that massive stars tend to be absent 
from low-mass clouds (Myers 1977) and allow the quantitative 
conclusion that H n region radio continuum emission stronger 
than 1 Jy is found primarily in clouds more massive than 105 

M0. If, as discussed in §§ lYb and Vila, one instead considers a 

^co vhh s 

Fig. 5.—Distributions of relative LSR velocity Vco — VHn, where FHI1 is the recombination line velocity of an H ii region and Vco is the velocity of peak CO 
emission at the position of the H n region, for standard and first-quadrant sources as described in the legend to Fig. 4 and in the text. 
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Ioq ( MC|0ud / Mq) 

Fig. 6.—Distributions of log cloud mass, for first-quadrant clouds (top) with associated H n regions and (bottom) without H n regions 

“cloud” to be a single local maximum in Figure 3, then the 
numbers change, but the conclusion does not: 27 of the 84 
clouds without H n regions have mass less than 105 M0, while 
only two of the 65 clouds with H n regions have mass less than 
105 M0. 

The distribution of clouds in the Galactic plane is shown in 
Figure 7. The format is similar to that of Figure 6 of Dame et 
al. (1985): each cloud is represented by a circle whose diameter 
is proportional to the cube root of the cloud mass. The circles 
are shaded to indicate the FIR luminosity (§§ V and VI) due to 
sources associated with each cloud. The FIR luminosity is a 
good approximation to the total luminosity, as discussed in 
§ Via. When a FIR source was too weak or too confused to 
give a reliable estimate of FIR luminosity, the measurement of, 
or limit on, the radio continuum flux density was used to indi- 
rectly estimate the FIR luminosity (§ Vb). 

The distribution of clouds in Figure 7 does not differ signifi- 
cantly from that of Dame et al; the 21 clouds that are not in 
the sample of Dame et al. mainly add detail at small and large 
distance from the Sun. The Sagittarius arm appears relatively 
well defined. It extends along an arc from a point with / = 15° 
and radial distance from the Sun r = 1 kpc to (/, r) = (25°, 
14 kpc). The preponderance of low-mass clouds without H n 
regions, discussed above, is also evident here : such clouds are 
primarily local, and beyond about 10 kpc would fall below the 
survey sensitivity limit. There are three very massive clouds 
(M > lO6-5 M0) that have weak FIR luminosity: 29,80; 37,82; 
and 31,48. The most luminous sources lie within ~6 kpc of the 
Galactic center. However, it appears that the more massive 
molecular clouds delineate the Sagittarius arm more clearly 
than do the more luminous H n regions. This may occur 
because from cloud to cloud along the arm, the relative varia- 
tion of cloud mass is much smaller (a factor of ~ 15) than the 
relative variation of luminosity (a factor of ~ 500). 

v. H ii region/FIR source luminosities 

a) FIR Source Luminosity 

FIR emission from first-quadrant sources associated with 
H ii regions is superposed on a bright extended background, 
and it is necessary to properly separate the background contri- 
bution to deduce source properties. Observations at several 
FIR wavelengths (Hauser et al. 1984) indicate that emission 
from both source and background regions is optically thin. In 
this case, a simple model indicates that subtraction of a back- 
ground intensity from the observed intensity is significantly 
more accurate that clipping (see Appendix B). Therefore we use 
subtraction rather than clipping for background removal from 
all FIR sources. 

We obtained and subtracted a local estimate of the back- 
ground at 24 of the 36 positions of peak 150 /un emission in the 
source list of Hauser et al. (1984, Table 3) that lie within 0?3 of 
the peak of an H n region and then computed color tem- 
perature and FIR luminosity for each of these 24 sources. The 
details of this procedure are given in Appendix C. 

The FIR luminosities, given in column (12) of Table 2, range 
from ~ 105 to ~ 108 L0 for W49. Each luminosity has an 
estimated random uncertainty of a factor of a few, due to 
uncertainties in background level and source distance. If the 
FIR emissivity varies with wavelength 2 as 2-1 rather than as 
A-2, as assumed here, the typical luminosity will increase by a 
factor of ~ 2. FIR observations with 0?4 resolution by Boissé et 
al. (1981) of the prominent sources M17, W43, W44, W49, and 
W51 have luminosities greater than those deduced here by a 
mean factor of 2.0, owing probably to the larger area attributed 
by Boissé et al. to each source. FIR observations with 1' 
resolution of G12.8 —0.2 and M17 (Jaffe, Stier, and Fazio 1982) 
and M16 (McBreen, Fazio, and Jaffe 1982) yield luminosities 
less than those reported here by a mean factor of 1.6. Consider- 
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Fig. 7.—Positions of first-quadrant clouds in the Galactic plane. The diameter of each circle is proportional to the cube root of Mcloud, and the shading represents 
the FIR luminosity due to sources in the cloud, as indicated in the inset. Clouds are identified according to the following scheme : 

Label Name Label Name Label Name Label Name Label Name Label Name 

31.12 
38,16 
35.13 
53.24 
46.25 
60,27 
39,32 
41,37 
17,22 

10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 

53,60 
58,37 
14,20 
39.42 
50,45 
20,25 
35,44 
24.42 
51,55 

19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. 

56,36 
29.52 
20,42 
25,55N 
22.53 
18,48 
17,44 
14,39 
26,65 

28. 
29. 
30. 
31. 
32. 
33. 
34. 
35. 
36. 

49,59 
54,40 
29,80 
12,45 
17,58 
19,65 
23,78N 
13,54 
31,95 

37. 
38. 
39. 
40. 
41. 
42. 
43. 
44. 
45. 

46.59 
24,98 
44.60 
43,63 
37,82 
49,18 
24,110 
40,59 
36,57 

46. 
47. 
48. 
49. 
50. 
51. 
52. 
53. 
54. 

43,11 
42,16 
23,78F 
31,48 
25,55F 
21,60 
33,10 
27,34 
27,25 

ing the many uncertainties involved, these comparisons indi- 
cate reasonably good agreement among the FIR observations. 

b) Lyman-Alpha Luminosity 
To estimate the number and spectral type of the stars associ- 

ated with each molecular cloud, we first calculate LLya, the 
luminosity in the Lyman-a line that would be emitted by an 
H ii region if each stellar Lyman-continuum photon absorbed 
by the gas were degraded through recombination to a Lya 
photon. We use LLya = N'c hvLy<x, where AT' is the number of 
Lyman-continuum photons absorbed by the gas and is 
deduced from the observed radio continuum emission (Mezger, 
Smith, and Churchwell 1974). Then 

LLya = 2.36 x 104Te-°-45Sv(5 GHz)D2 L0 , (2) 

where Te (in K) is the electron temperature from Downes et al. 

(1980); Sv(5 GHz) (in Jy) is the flux density integrated over each 
source in the synthetic H n region map (§ Ilia), and D (in kpc) 
is the adopted distance to the associated molecular cloud. 
When a molecular cloud lacks H n regions, we calculate the 
upper limit on LLya for a single H n region on the assumption 
that Sv(5 GHz) < 1 Jy—the limit employed by Downes et al. 
(1980)-—and that Te = 7000 K. The values of log LLya are given 
in column (9) of Table 2. 

VI. STELLAR MASSES AND STAR FORMATION 
EFFICIENCIES 

a) Masses from Lya and FIR Luminosities 
We now combine the Lya and FIR luminosities derived in 

§§ Va and Vh to investigate the behavior of the infrared excess 
and to make estimates of the total mass of stars needed to 
account for the observed luminosities. 
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The infrared excess (IRE), defined by Mezger (1978) as 
IRE = LFIR/LLya, is a measure of the heating of dust associated 
with H ii regions. If IRE = 1, the FIR luminosity can be 
explained by stellar Lya photons, which, after absorption by 
the gas and degradation to Lya, are absorbed by dust grains. If 
IRE > 1, either direct dust absorption of stellar photons or 
additional stars producing little ionization, or both, are 
needed. Most observations of Galactic H n regions give 
IRE > 1, as do those considered here. For the 25 sources with 
values of both LFIR and LLya in Table 2, Figure 8 shows log LFIR 
versus log LLya, with straight lines indicating IRE = 1, 10, and 
100 (the curved line marked “single-cluster model” will be 
discussed in § Vlfr). These data show that LFIR and Lhya are 
correlated ; this correlation supports our claim that the choices 
of associated sources are generally correct. The median IRE for 
these sources is 6—a value similar to the mean IRE of 9 report- 
ed by Hauser et al (1984), based on the same data, but with no 
background subtracted; and similar to the IREs of the more 
luminous sources observed with high resolution in the 
M17-W33 region by Jaffe, Stier, and Fazio (1982). However, 
these values are 3-10 times lower than some of those found by 
Gispert, Puget, and Serra (1982, hereafter GPS) from FIR data 
with a coarser angular resolution of 0?4. 

GPS also found a significant decrease in IRE with increasing 
galactocentric radius, but there is no evidence in our data for 
such a trend. In Figure 9, we plot the data in Figure 8 and 

those of GPS as log IRE versus galactocentric radius R. Where 
the GPS data and our data correspond to the same source, 
with no ambiguity due to differing resolutions, the two data 
points are joined by a straight line. The IRE values of GPS are 
generally higher than ours, due largely to the relatively high 
FIR flux they attribute to each source. This in turn may be due 
to the larger area of each GPS source. Thus GPS sources 
include FIR emission that we consider background, and the 
proportion of such emission is greater in the FIR than in the 
radio continuum. Also, the larger beam of GPS may include 
luminosity contributions from low-mass stars distributed 
widely throughout molecular clouds, while the narrower beam 
of Hauser et al may sense a higher proportion of emission 
from massive stars. Since these effects depend strongly on 
angular resolution, one expects them to be most pronounced 
for the most distant sources considered here, i.e., sources with 
smallest R. If so, the decline of IRE with R claimed by GPS, 
and the consequence that the inner Galaxy is relatively defi- 
cient in producing OB stars, may be artificial. A similar conclu- 
sion was reached by Odenwald and Fazio (1984). 

To interpret the luminosities LLya and LFIR derived from 
observations in terms of the stellar content of an H n region or 
complex of regions, we use the well-known method based on 
models and calculations of Petrosian, Silk, and Field (1972); 
Panagia (1973, 1974); and Mezger, Smith, and Churchwell 
(1974). Basically, the IRE of a complex measures P, the fraction 

Fig. 8.—FIR and Lya luminosities, (a) log LFIR vs. log LLya for sources where both luminosities are available. Lines of constant slope indicate IRE values of 1, 10, 
and 100. The curved line gives the prediction of a model stellar cluster, whose mass distribution follows the initial mass function of Miller and Scalo (1979). {b) 
Distribution of log LLya for those sources where LFIR is not available, showing that most of these sources have values of LLya for which the single-cluster model gives 
predictions of LFIR in reasonable agreement with the available data. 
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GALACTOCENTRIC RADIUS ( kpc) 
Fig. 9.—Infrared excess vs. galactocentric radius for sources with LFIR > 106 L0, according to Gispert, Puget, and Serra {1982, filled circles) and this paper {open 

circles). Where the GPS data and our data correspond to the same source, with no ambiguity due to differing resolutions, the two points are joined by a straight line. 

of stellar luminosity at frequencies above the Lyman limit. 
Therefore, the IRE is used to estimate the spectral type, or 
types, of the stars in the complex. Similarly, LFIR is related to 
the total stellar luminosity L*; thus it is used to estimate the 
total number of stars in the complex. 

The fraction P of L* in the Lyman continuum depends on 
the spectral type of each exciting star and is related to the IRE 
deduced from observations by 

(IRE)M ' 
(3) 

Here x is the fraction of Lyman continuum flux transformed 
into Lya radiation, depending on spectral type and electron 
density ne in the H n region (Panagia 1973). The quantity 6 
depends on spectral type, H n region dust optical depth and 
circumnebular optical depth t5 (Panagia 1974). We consider as 
plausible the range of spectral types 09.5-04, and the values 
103 <ne< 105 cm-3, 0.0 < Ti < 0.5, and 1 < t5 < oo. Over 
these ranges, 1.1 < 6/x < 4.8. However, the parameters within 
these ranges do not change independently, and the following 
cases are probably more realistic: (1) A hot star in a young, 
dense, compact H n region with very little dust in the H n 
region and high circumnebular extinction—a combination 
suggested by Tielens and de Jong (1979) for W3 A/IRS 1. We 
assume an 06 star, electron density 105 cm-3, t1 =0, and 
T g = oo, giving 6/x = 2.3. (2) In contrast, a cooler star in a 
more evolved, rarefied, and extended H n region is likely to 
have more internal and less external dust. For an 09.5 star 
with ne = 103 cm3, = 0.5, and t5 = 1.0, 0/x = 2.7. Conse- 
quently, we adopt 6/x = 2.5, with uncertainty of a factor of 2; 
then 

2.5 
IRE * (4) 

To obtain the total stellar luminosity L*, we assume that 
essentially all of L* emerges as observed FIR luminosity, i.e., 
L* = Lfir. According to Panagia (1974), an H n region ionized 
by an 06 star will have LFlR/L* > 0.8, provided the visual 
circumnebular absorption (t5) is greater than 0.8 mag. This 
condition is easily satisfied by the FIR sources considered in 
this paper, since they are all associated with molecular clouds. 
Even if some are “blisters” (Israel 1978), each blister will have 
significant dust optical depth on its molecular cloud side. 
According to equation (1), the column density corresponding 
to the weakest emission recorded in the Cohen et al (1980) CO 
survey (J T12 dv & 10K km s_1) is AT « 2 x 1021 H2 molecu- 
les cm , or Av & 2 mag. Thus, t5 > 0.8 mag, and the adopted 
relation L* = LFIR is probably accurate within 20%. 

We now compare P and L* deduced from observation of an 
H ii region complex to those predicted for Vcluster identical 
clusters of stars, each of which follows the initial mass function 
(IMF) of Miller and Scalo (1979): 

£(log m) oc exp [- 1.09(log m + L02)2] . (5) 

The minimum stellar mass in the IMF is assumed to be 0.1 
Mq. Ho and Haschick (1981) present luminosity calculations 
for this distribution, normalized to one star of the maximum 
mass mmax in the interval A log mmax = 0.04 around log mmax. 
We use these calculations and the observed IRE to obtain 
mmax. Then Ncluster is obtained from the ratio of the observed 
L* to the predicted total luminosity of a cluster with the 
deduced value of rnmax. The total stellar mass, hereafter 
denoted m, is then Ncluster times the mass of one cluster having 
the deduced rnmax. This cluster mass was computed by inte- 
grating over the IMF from 0.1 M0 to rnmax. The calculated 
values of mmax, ATcluster, and m are given in Table 3. 

This method may sometimes underestimate the stellar 
content because it assumes that (1) the IMF of field stars 
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TABLE 3 
Stellar Mass Estimates Based on 6 cm, 150 /im, and 

250 um Measurements 

FIR Source 
log L(FIR) 

(¿o) IRE 
log 

(Mg) A,, 
log m 
(M0) 

12.9-0.2. 
14.5 + 0.0. 
15.0- 0.7. 
16.3-0.2. 
17.1 +0.8. 
18.2- 0.3. 
19.0- 0.1. 
20.6 - 0.3. 
23.3- 0.2. 
24.4 + 0.1. 
24.8 + 0.1. 
25.4- 0.2. 
26.2 + 0.0. 
29.8-0.1. 
30.6-0.2. 
34.2 + 0.2. 
35.5 + 0.1. 
37.7 - 0.3. 
41.0- 0.2. 
43.2 + 0.0. 
45.5 + 0.1. 
48.8 + 0.1. 
49.6 - 0.3. 
54.1 +0.0. 

Median 

6.3 
6.5 
6.6 
6.4 
6.1 
5.7 
5.4 
6.6 
6.9 
5.4 
5.9 
7.4 
6.4 
6.0 
7.0 
6.0 
5.0 
6.3 
6.2 
7.9 
6.3 
7.3 
6.4 
5.2 
6.3 

5.2 
7.9 
1.8 

300 
20 

3.5 
11 
3.0 

35 
0.7 
5.7 

17 
5.6 
3.1 
7.0 

17 
2.6 
6.1 
6.8 

19 
5.0 

39 
1.8 
2.1 
5.7 

1.8 

1.2 
1.5 

1.7 

1.4 

1.6 

1.8 
1.6 

1.8 
1.5 

1.4 

0.3 

22 
1.0 

0.06 

13 

16 

0.6 
0.6 

0.1 
68 

39 

4.3 

4.9 
4.2 

3.4 

5.1 

5.4 

4.7 
4.1 

4.0 
6.0 

5.5 

4.7 

Note.—Blank in the last three columns indicates that the IRE is too low to 
be consistent with the IMF cluster model. 

applies to molecular clouds, and (2) the number N0 now of O 
stars now in a molecular cloud is essentially all the N0 all O 
stars that the cloud has produced during its lifetime. If signifi- 
cant O star production occurred in the past, then m must be 
increased by a factor R = V0, aii/^o, now* with R > 1. We have 
no way to reliably estimate R for each cloud, and the signifi- 
cant variation in stellar mass that we will find from cloud to 
cloud may be greater than that of R. Therefore we assume 
R = 1 for the following calculations of stellar mass in individ- 
ual clouds—not a serious restriction, since the main purpose 
here is to identify those clouds with extremely low and 
extremely high stellar mass. In Sections VIIc-e we consider the 
likely range of R and implications of R > 1. 

On the other hand, this method may sometimes overesti- 
mate the stellar content because: (1) Stars in clouds could obey 
the IMF in an average over many clouds but could have large 
departures in individual clouds, as suggested by the work of 
Güsten and Mezger (1982) and Solomon, Sanders, and Rivolo 
(1985): some clouds could have mainly low-mass stars, and 
others (such as those considered here), mainly massive stars. 
The IMF cluster estimate would thus attribute more low-mass 
stars to these latter clouds than are actually present. (2) Recent, 
extensive observations of early-type O stars (Garmany, Conti, 
and Chiosi 1982; Bisiacchi, Firmani, and Sarmiento 1983) 
imply a higher proportion of massive stars than Miller and 
Scalo obtained. Comparison of the mass in a cluster that 
follows the Miller-Scalo IMF, calculated as described above, 
with the mass in a cluster that follows case (b) of Garmany, 
Conti, and Chiosi for log m > 1.2 indicates that the Miller- 
Scalo mass is greater by a factor of 2-4 if the most massive 
cluster star has spectral type 07-04. 

In about half the cases in Table 3, m cannot be calculated 
because the IRE is too low (IRE < 6.8) to be consistent with a 

Miller-Scalo cluster. Undoubtedly, some of the inconsistent 
cases arise from inaccuracy in the IRE. There are several ways 
in which some of this inconsistency could be resolved by 
changes in our analysis: (1) the high-mass end of the IMF 
could be modeled by that of Garmany, Conti, and Chiosi 
(1982) as described above; (2) a higher low-mass cutoff to the 
IMF than 0.1 M0 could be used; (3) a FIR emissivity expo- 
nent less negative than —2.0, e.g., —1.5, could be used. 
However, the impact of these changes on the range of stellar 
mass estimates in this paper is fairly small. We take the high 
rate of inconsistency to mean that the estimates of m for indi- 
vidual H ii region/FIR complexes are highly uncertain, by 
perhaps factors of 5-10, and that such estimates are best used 
in averages over many clouds. 

In some cases in Table 3, a more subtle inconsistency 
appears between the values of L* and the IRE, and the IMF 
cluster model. When Vcluster is significantly less than unity, the 
most massive members of the hypothetical cluster contribute 
less than one stellar mass to the cluster mass—an unphysical 
situation. When Ncluster is significantly more than unity, the 
distribution of stellar mass departs from the IMF at the high- 
mass end because the bin of the most massive cluster member 
is filled iVcluster times, while the next higher mass bin is empty— 
thus the slope of the adopted distribution is much steeper than 
that of the true IMF at m = rnmax. To see whether either of 
these inconsistencies leads to an unacceptable estimate of the 
total mass m, we compared predictions of m when Ncluster = 0.1 
and 10 to analogous predictions of a model where Nclustcr is 
forced to be unity and where L*, not the IRE, determines mmax. 
In each case, the single-cluster model agrees with the present 
model to within 20%. Therefore we consider the present model 
acceptable even when Acluster departs significantly from unity. 

b) Masses from Lya Luminosity Alone 
As discussed above, the FIR flux associated with an H n 

region is not always known reliably in both FIR channels ; and 
for some H n regions with reliable FIR fluxes, the deduced 
luminosities LLyot and LFIR are inconsistent with the models of 
IMF clusters. In each of these cases, the procedure just 
described to estimate m cannot be used. As an alternate esti- 
mate of m, we use the Lya luminosity and the same model of an 
IMF cluster as in § Via but with iVcluster assumed to be unity. 
This model predicts a specific value of LFIR for each LLya, and 
this value of LFIR agrees reasonably well with the available 
data, as Figure 9 shows. These results are summarized in Table 
4. The median cluster mass is then 1 x 104 M©, ~5 times less 
than in Table 3. 

c) Relative Variation of Star and Cloud Masses 
The values of M*, the total stellar mass in a cloud, are 

plotted in Figure 10 as a function of the cloud mass Mcloud in 
order to investigate the relationship between star and cloud 
mass. Here M* is the sum of m in Table 4 for each H n region 
associated with the cloud. The figure shows a trend in which 
M* oc M£loud, where p » 0.5. The apparent correlation 
between log Mcloud and log M* is unlikely to be due to chance: 
both the best-fit line through all the data points, marked “ 1 ” in 
Figure 10, and the best fit through all but the two highest 
points, marked “2,” have probability below 0.01 of arising by 
chance. The equation of fit 1 is log M* = 2.1 + 0.38 log 
Mdoud* with 1 cr uncertainties in intercept and slope of 1.0 and 
0.17 respectively. The equation of fit 2 is log M* = 1.3 + 0.50 
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TABLE 4 
Stellar Mass Estimates Based on 

6 cm Measurements Alone 

H ii Region 
log L(Lya) 

(¿o) 
log m 
(Mg) 

12.8 - 0.3.. 
13.1 +0.0.. 
13.9 + 0.3.. 
14.0- 0.1.. 
14.5- 0.6.. 
15.1- 0.6.. 
17.0 + 0.9.. 
18.3- 0.3.. 
18.9-0.5.. 
19.1 — 0.3.. 
19.5 + 0.1.. 
19.6- 0.3.. 
20.1 - 0.1.. 
20.8-0.1.. 
21.0 + 0.1.. 
22.8- 0.5.. 
23.0- 0.4.. 
23.9- 0.1.. 
24.0 + 0.1.. 
24.5 - 0.3.. 
24.5 + 0.3.. 
24.5 + 0.5.. 
24.8 + 0.1.. 
25.3 + 0.3.. 
25.8 + 0.3.. 
26.1 -0.1.. 
26.5 + 0.4.. 
27.3 + 0.1.. 
27.5 + 0.1.. 
28.6 + 0.0.. 
30.0 + 0.0.. 
30.3- 0.1.. 
31.1 +0.0.. 
31.4- 0.3., 
31.4 + 0.3., 
32.8 + 0.3. 
33.9 + 0.1. 
35.0- 0.5. 
35.6 + 0.0. 
37.4 + 0.0. 
37.9- 0.4. 
39.3 + 0.0. 
41.5 + 0.0. 
42.1 -0.6. 
43.1- 0.5. 
45.1 +0.1. 
45.5 + 0.1. 
46.5 - 0.3. 
48.9 - 0.3. 
49.2 - 0.3. 
49.5- 0.4. 
50.1 - 0.6. 
51.4 + 0.0. 
54.1 -0.1. 

Median 

5.62 
4.85 
4.52 
4.44 
3.69 
6.30 
4.78 
5.11 
5.61 
4.95 
5.14 
4.70 
3.86 
6.06 
3.49 
5.32 
5.71 
4.93 
5.28 
5.56 
5.66 
5.65 
5.18 
3.65 
5.87 
5.61 
5.23 
5.07 
5.47 
5.39 
5.56 
4.68 
4.71 
4.44 
4.47 
5.54 
4.42 
3.83 
4.53 
5.59 
5.39 
2.95 
5.15 
5.04 
4.65 
5.32 
5.57 
5.28 
5.44 
5.68 
6.41 
4.69 
4.56 
4.85 
5.15 

4.2 
3.9 
3.8 
3.8 
3.7 
4.5 
3.9 
4.0 
4.2 
3.9 
4.0 
3.9 
3.7 
4.4 
3.6 
4.1 
4.2 
3.9 
4.1 
4.1 
4.2 
4.2 
4.0 
3.7 
4.3 
4.2 
4.0 
4.0 
4.1 
4.1 
4.2 
3.9 
3.9 
3.8 
3.8 
4.1 
3.8 
3.7 
3.8 
4.2 
4.1 
3.5 
4.0 
4.0 
3.9 
4.1 
4.2 
4.1 
4.1 
4.2 
4.5 
3.9 
3.8 
3.9 
4.0 

log Mcloud, with uncertainties 0.71 and 0.12. We adopt 
0.5 ± 0.2 as an estimate of the slope. 

To test whether the apparent correlation between log M* 
and log Mcloud reflects differing dependence of M* and Mcloud 
on distance D, we plot the data in Figure 10 with three 
symbols, each representing a range of a factor of ~2 in D. 
These show that the slope evident in the entire sample is still 
present, although with reduced statistical significance, in each 
range of D, while the intercept decreases slightly with D. This 
change in intercept with D is small compared to the range in 

O 

O' 
o 

^0(3 ^cloud ( ^0) 
Fig. 10.—The total stellar mass M* associated with a cloud vs. the mass 

Mcl0ud of the cloud, for a model in which the FIR and 6 cm emission are due to 
identical IMF clusters. The distance of each cloud from the Sun is coded as in 
the inset. Straight lines indicate least-squares fits of log M* vs. log Mcloud, for 
(1) all points, and (2) all but the two highest points. 

log M* and is therefore relatively unimportant. These ranges 
of D are smaller than or similar to the ranges of the other 
observational variables that enter the calculation of M* 
(5 GHz flux) and Mcloud (integrated CO intensity). Therefore 
the slope 0.5 ± 0.2 in Figure 10 is probably due neither to 
chance nor to distance effects but instead has a real basis. It is 
possible, however, that the true dependence of M* on the 
factor R (assumed here to be unity) could substantially alter 
the correlation. Also, the correlation in Figure 10 would have 
reduced significance if, as discussed in § I Va, each local 
maximum in Figure 3 were considered a “cloud.” Then the 
range of M* decreases slightly while the range of Mcloud 
decreases by a factor of ~ 10 and scatter dominates the graph. 

An increase in log M* with increasing log Mcloud, as in 
Figure 10, is at least qualitatively consistent with several pos- 
sible relations. If stars of all types form at largely random 
places and times in molecular clouds, massive clouds should 
contain more stars than less massive clouds simply because 
massive clouds present more opportunities for star formation. 
Alternatively, the stellar population and the cloud mass could 
both increase with time, for unrelated reasons. If so, older 
clouds would tend to have both more cloud mass and more 
stars than younger clouds. These and other possibilities are 
discussed by Larson (1982). 

Larson also investigated the relationship between the mass 
mmax °f the most massive star in a cloud and the cloud mass 
Mdoud f°r 27 clouds generally not covered by the surveys dis- 
cussed in this paper. He found mmax oc M^ud for 1.3 < 
log (Mcloud/M0) < 5.5. The clouds considered here are more 
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TABLE 5 
Clouds and Their Associated Stars : 

Estimates of Mass and Star 
Formation Efficiency 

log Mcloud log M* 
Cloud (M0) (M0) log SEE 

12,45     6.5 4.2 -2.3 
13.54    5.9 3.9 -2.0 
14,20.  6.0 4.6 -1.4 
14.39   6.2 4.5 -1.7 
17,22   5.5 4.2 -1.3 
17.44    6.2 4.9 -1.3 
17.58    5.8 <3.8 <-2.0 
18.48    6.1 4.3 -1.8 
19.65   6.3 4.4 -1.9 
20.25   5.1 4.2 -0.9 
20.42   5.6 3.7 -1.9 
21,60   6.3 4.4 -1.9 
22,53   6.2 <3.7 <-2.5 
23/78N    6.4 <3.8 <-2.6 
23,78F   7.0 4.7 -2.3 
24.42   5.6 3.7 -2.9 
24,98    6.9 5.3 -1.6 
24,110   6.4 4.2 -2.2 
25,55N   6.0 <3.7 <-2.3 
25,55F   6.6 5.4 -1.2 
26.65   5.5 <3.7 <-1.8 
27.25   6.2 <4.0 <-2.2 
27,34   6.5 4.6 -1.9 
29,52   5.4 <3.7 <-1.7 
29,80   6.7 3.8 -2.9 
31.12   3.2 <4.0 <-0.06 
31.48    6.6 <3.9 <-2.7 
31,95    7.0 5.0 -2.0 
33.10   6.0 4.1 -1.9 
35.13   4.6 <3.4 <-1.2 
35.44   6.1 4.4 -1.7 
36,57   6.7 4.2 -2.5 
37,82   7.0 <3.8 <-3.2 
38.16   4.5 3.5 -1.0 
39,32   5.0 <3.6 <-1.4 
39.42   4.7 <3.7 <-1.0 
40.59    6.8 4.1 -2.7 
41,37   5.1 <3.6 <-1.5 
42.16   5.8 4.0 -1.8 
43.11    5.9 6.0 -0.3 
43,63   6.7 4.5 -2.2 
44.60    6.2 <3.9 <-2.3 
46.25   4.2 <3.6 <-0.7 
46.59   6.5 4.6 -1.9 
49,18    5.6 5.5 -0.4 
49.59    6.2 4.8 -1.4 
50.45   5.4 <3.7 <-1.7 
51.55   5.6 3.8 -1.8 
53,24   4.6 <3.6 <-1.0 
53.60   5.0 <3.7 <-1.3 
54.40    5.3 3.9 -1.4 
56.36   5.7 <3.8 <-1.9 
58.37    5.2 <3.7 <-1.5 
60,27   4.9 <3.6 <-1.1 

Median  5.8 4.3 —1.8 

massive, having 5.0 < log (Mcloud/M0) á 7.0. We have evalu- 
ated rnmax for each of the 34 clouds in Table 5 having 6 cm flux 
density 1 Jy or more according to the IMF cluster method 
described earlier. We find that log mmax increases slightly with 
log Mcloud, with a slope of ~0.2, significantly less steep than 
found by Larson.4 Specifically, log mmax increases from ~ 1.4 

4 This trend is based on data for Mcloud > 105 M0 and therefore does not 
necessarily conflict with the absence of massive stars in clouds with Mcloud < 
105 M0 described in § IV/ 

when log Mcloud = 5.0 to ~ 1.7 when log Mcloud = 7.0. Thus at 
log Mcloud ^ 5.0, where the cloud masses in Larson’s sample 
meet ours, the values of log mmax in Larson’s sample join 
smoothly to ours. Therefore, our estimates of mmax, M*, and 
star formation efficiency based on IMF clusters appear consis- 
tent with Larson’s work on less massive clouds at generally 
closer distances than those considered here. 

d) Star Formation Efficiency 

We estimate the star formation efficiency, SFE = MJ 
(M* + Mcloud), by combining the stellar mass value for each 
H ii region associated with a cloud, in Tables 3 and 4, with the 
mass estimate of the cloud, in Table 2. The SFE is a key quan- 
tity in models of star formation and cloud evolution (e.g., 
Mathieu 1983) and is relatively insensitive to distance uncer- 
tainties. Each estimate of SFE has an estimated relative preci- 
sion of a factor of ~ 4, on the following basis. The Mcloud has 
relative precision of a factor of ~3, due mainly to improper 
choices of clip threshold and cloud boundary. (Possible errors 
in the CO to hydrogen conversion, or in the decision to clip 
rather than to subtract the background, affect the accuracy but 
not the precision of each estimate, since each of these errors 
gives a nearly constant bias to Mcloud.) The M* also has a 
relative precision of a factor of ~3, due to uncertainties in 
background subtraction. Thus the SFE has a relative precision 
of a factor of ~4, and a ratio >20 in SFE from one cloud to 
the next is probably significant. The relative accuracy of each 
estimate is harder to judge, but may be a factor of 3-10. If each 
local maximum in Figure 3 is considered a cloud, then the 
values of SFE will necessarily increase, by factors between 1 
and 10. However, the relative range of SFE, and the overall 
SFE, MJ(M* + Mcloud), where M* is the total stellar mass and 
Mcioud the total cloud mass in the inner Galaxy, remain essen- 
tially unchanged. 

The calculated values of SFE are presented in Table 5 for 
each cloud. Although the absolute values are highly uncertain, 
the relative variation in SFE from ~0.5 for 43,11 (W49) to 
~ 6 x 10 _4 for 37,82 is significant and reflects a highly nonuni- 
form distribution of stars from one cloud to the next. The 
median value of SFE = 0.02 in Table 5 is similar to the mean 
values obtained by calculating the total star mass and the total 
cloud mass in our sample and forming the appropriate ratios. 
We examined the values of SFE for evidence of regional varia- 
tion but found no significant change either along the Sagit- 
tarius arm or as a function of galactocentric radius 
4 < R < 10 kpc. 

VII. INTERPRETATION AND DISCUSSION 

a) Comparison with Another CO Survey 

The results presented here concerning CO clouds are based 
on CO observations made with coarser angular resolution and 
more complete sampling than that of some other CO surveys, 
and it is worthwhile to investigate whether these differences 
influence our conclusions. We compare our results with those 
from the SSS CO survey described by Sanders, Scoville, and 
Solomon (1985, hereafter SSSb) and Sanders, Solomon, and 
Scoville (1983, hereafter SSSa). This survey used angular 
resolution 1', /-direction spacing Io, h-direction spacing 12' 
over an angular area — 4° < / < 70°, — 2° < h < 2°. Thus the 
SSS survey area includes that of the Cohen et al. (1980) survey; 
the SSS angular resolution is ~8 times finer than that of the 
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Cohen et al. survey; and the SSS survey covers ~10~3 of its 
survey area within its FWHM beam contour, while the Cohen 
et a/, survey covers ~ 0.4. 

In the Cohen et al. survey area, SSSfr find 255 local maxima 
in the l-v plane that they interpret as 255 individual clouds, 
whereas we find 52 features containing one or more local 
maxima in the l-b plane (Figs. 3 and 4) that we interpret as 54 
individual clouds. Inspection of specific regions indicates that 
the ratio of cloud numbers, 255:54 æ 5:1, reflects no signifi- 
cant discrepancy between the data in the surveys, but rather a 
difference in interpretation as to what constitutes a cloud—a 
difference traceable to the differences in sampling and 
resolution between the surveys. For example, our cloud 17,22 
(associated with Ml6) appears to agree in l, b, and v with, and 
to contain, the six features denoted by SSSb as 91, 92, 97, 98, 
99, and 100. Our cloud 49,59 (associated with W51) agrees in /, 
h, and v with, and contains, the four features 338, 339, 343, and 
344. Because of its coarser resolution and more complete sam- 
pling, the Cohen et al. survey appears better suited to the 
recognition of structures >1° in extent than the SSS survey. 
Therefore the typical “cloud” in this paper contains ~5 
“ clouds ” according to SSSfr and can be considered a complex 
that contains smaller units. Similarly, one could consider each 
local maximum in Figure 3 to be a “cloud.” In that case, there 
are about three “ clouds ” on average in each of the 54 objects 
studied here. The difference between the five SSSb “clouds” 
and the three local-maximum-on-Figure 3 “clouds” is prob- 
ably due to the relatively finer angular resolution of the SSSfr 
survey. 

SSSfr found that hotter clouds, as indicated by their peak 
CO intensity, are more frequently associated with H n regions 
than are cooler clouds. Analysis of the present data indicates a 
similar trend. In analogy with Figure 6 of SSSh, we have exam- 
ined the number of H n regions associated with a cloud as a 
function of the peak CO emission contour in the cloud map. In 
each data set, there are a small number of H n regions per 
cloud (zero for SSSh, 0.6 for the present data) for the three 
lowest contour values. Then the number of H n regions per 
cloud increases steeply with increasing contour value, rising to 
a maximum of 0.9 for the SSSb data and to 5.0 for the present 
data. If, as suggested above, one considers each cloud in this 
paper to contain roughly 5 SSSb clouds, then the two trends 
are consistent within errors due to binning and quantization. 

b) Comparison with Another Stellar Mass Distribution 
The stellar mass estimates given here are based on a model 

mass distribution (the IMF) for which most of the model 
luminosity is observed (from massive stars) but little of the 
deduced stellar mass (from low-mass stars) contributes to the 
observed luminosity. An alternate model, which does not rely 
on extrapolation to unobserved stars, assigns the observed IRE 
and L* to a large number of identical O stars (e.g., Odenwald 
and Fazio 1984). We have also used this model to deduce 
values of stellar mass and SFE. For the typical cloud, the 
identical-O-star model gives stellar mass and SFE about 15 
times less than the IMF model. These O star values are much 
lower than those compiled by Larson (1982) for less massive 
clouds and yield values of SFE much lower than most esti- 
mates. Therefore, we consider the identical-O-star model as an 
unrealistic alternative to the IMF cluster model. 

c) Variations in Stellar Content 
The surveys compared here make possible for the first time 

the identification of massive (Mcloud > 106 M0) molecular 

clouds having extremely few O stars. The absence of O stars in 
low-mass clouds is well known, but examples of massive clouds 
with few O stars have been rare because the earliest CO 
surveys were biased toward bright H n regions. There are 15 
clouds in Table 5 having mass 106 M0 or greater and having 
SFE <0.01. Of these, seven have no H n region emission at 
5 GHz stronger than 1 Jy; the rest have detected emission 
< 10 Jy. Some of the clouds have questionable status because 
of uncertain boundaries (22,53), uncertain near/far assignment 
(23,78N and 23,78F), or large distance (27,25); but the follow- 
ing are probably genuine O-star-poor clouds: 29,80 
(SFE = 0.001), 37,82 (<0.0006), 31,48 (<0.002), and the string 
of clouds in the Sgr arm 36,57 (0.003), 40,59 (0.002), 43,63 
(0.006), and 44,60 ( < 0.005). Such massive, star-poor clouds are 
likely to be important in understanding factors that may be 
associated with O star formation. The low O star content of 
these clouds, and of those with M < 105 M0, suggest that 
cloud mass greater than 105 M0 may be necessary but not 
sufficient for O star formation. It remains to be determined 
whether the absence of O stars in low-mass clouds can be 
attributed to an intrinsic difference between low- and high- 
mass clouds or simply to a lower likelihood of forming massive 
stars because there is less cloud mass available. 

At the opposite extreme lie clouds having high star forma- 
tion efficiency. There are ten clouds with SFE > 0.04, of which 
four (20,25, 38,16, 49,18, and 54,40) may be questioned because 
of their relatively weak CO emission and far kinematic dis- 
tance assignment, and two (17,44 and 25,55F) because of 
uncertain boundaries or near/far division. It appears more 
certain that 14,20 (M17; SFE = 0.04),17,22, (M16, 0.05), 43,11 
(W49, 0.5), and 49,59 (W51, 0.04) are among the most O-star- 
rich clouds in the present sample. These clouds have SFE at 
least a factor of 20 greater than those discussed above. Why do 
inner Galaxy clouds vary so widely in production of luminous 
stars? Possibly relevant factors include the cloud mass, cloud 
age, the distribution of temperature and turbulence within the 
cloud, and the star-forming history of the cloud. Detailed 
studies are now warranted of gas properties of high- and low- 
mass clouds and of clouds rich and poor in O stars. It is also 
desirable to study O-star-poor clouds in the radio and infrared 
continuum for evidence of stars of type later than O. 

The median value of SFE for the clouds in Table 5 is 
SFE = 0.02. The predictions of Mathieu (1983; 0.3-0.5) refer to 
the region of a cloud that produces a bound cluster. If one 
considers a single local maximum in Figure 3, containing a H n 
region/FIR source, then the median SFE increases by a factor 
of 3-5 to 0.06-0.1 (see § IVa). Mathieu’s predicted SFE is 
greater still by a factor of 3-5, and the discrepancy might be 
explained in several ways. Perhaps the simplest explanation is 
that bound clusters are relatively rare among stellar groups, 
and few of the H n-FIR-CO peaks in Figure 3 are emerging 
bound clusters. Of the 68 H n regions in Table 2, five have 
reliable CO cloud associations and single-CO-maximum 
values SFE >0.2: 15.1-0.6 (M17), 16.4-0.3, 25.4 + 0.1 
(W42), 43.1 + 0.1 (W49), and 48.6 + 0.0. 

d) Cloud Density and Growth Time 

The 54 CO clouds considered here are complexes in the 
sense that they have irregular shapes and many distinct peaks 
of emission. As discussed in § Vila, they typically contain 
several structures identified as individual clouds in SSSb. The 
close coincidence of many of these 54 clouds with H n regions 
and their approximate virial balance (Dame et al. 1985) 
support the idea that each cloud is generally a bound entity 
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and not a chance line-of-sight coincidence of smaller, unrelated 
clouds. These large clouds have much lower mean (volume- 
average) gas density n than the —300 cm-3 needed to excite 
the CO transition because their complex, nonuniform structure 
implies a volume-filling factor much less than unity. The five 
most massive clouds in Table 2 have n = 19 cm”3 if each cloud 
is a uniform sphere of angular diameter (AlAb)1/2, or 
n = 16 cm”3 if each cloud is a uniform cylinder of angular 
length Al and diameter Ab. We therefore take rc = 18 cm”3 as 
typical of the largest clouds in the inner Galaxy. The volume- 
filling factor is then <0.1. 

We use this mean density to estimate the characteristic 
growth times of these large clouds. We consider growth by 
accretion, due either to random collisions with smaller clouds 
or to gravitational attraction of surrounding gas. In either case, 
the rate of mass increase can be written 

M = 47LR2/iftext F , (6) 

where R is the (spherical) cloud radius, ¡i is the mean mass per 
particle, next is the volume-average density of the gas accreting 
onto the cloud, and V is the speed of the accreting gas with 
respect to the cloud. 

For random collisions we take V = Fcol to be a constant and 
find that the time to grow to mass M from M/10 is 

0.333(M/¿>1/3n2'3 

T-' = rir • (7) 

We take M = 5 x 106 M0, typical of the larger clouds 
described here, and n„. = 5 km s 1 (Scoville and Hersh 1979). 
Then 

tco1 = 2.90 x 10yr . (8) 

For gravitational accretion, we take the virial speed V = 
^grav = (UM/R)1/2. Then the time to grow to M from M/10 is 

Tgrav = 2.35 X lOV^«“,1 yr , (9) 

an expression similar to the free-fall time. 
Equations (8) and (9) show that these two growth times are 

nearly equal and that the cloud age estimates based on accre- 
tive growth depend critically on n and next. Table 6 shows 
estimates of tco1 and Tgrav based on three pairs of values of n and 
next. Model A assumes n = 300cm”3, much higher than 
derived in this paper, but as expected for a CO cloud uniformly 
filled with emitting gas, and next = 2 cm”3, as expected if CO 
clouds are much denser than their immediately surrounding 
gas. These numbers are similar to those adopted by Scoville 
and Hersh (1979) and Bash, Hausman, and Papaloizou (1981). 
Model B assumes n = 18 cm”3, as derived from clouds in this 
paper; and next = 2cm”3 as in A. Model C assumes 
n = 18 cm“3, as in B, and that the gas surrounding each cloud 
is only slightly less dense, on average, than that in the cloud. 

TABLE 6 
Accretive Growth Times for Three Models 

^ext ^ ^col ^grav 
Model (cm-3) (cm-3) (yr) (yr) 

A  2 300 6.5 x 108 2.0 x 108 

B  2 18 1.0 x 108 5.0 xlO7 

C  12 18 1.7 x 107 8.3 x 106 

a tco1 and Tgrav are the times to grow by a factor of 10 in mass 
via random collisions and gravity respectively. 

Specifically, model C assumes that n(r) ccr \ so that next = 
2n/3. 

Table 6 shows that the growth time for collisional accretion 
is slightly greater than that for gravitational accretion, by a 
factor of a few; but the growth time for model A exceeds that 
for model C by a much bigger factor, —25-50. Thus the choice 
among accretive growth models (e.g., Scoville and Hersh 1979; 
Kwan 1979; Cowie 1981; Elmegreen 1982) is probably less 
important than the realistic choice of density values. The 
values derived in this paper, in models B and C, give growth 
time —107-108 yr, consistent with estimates by Bash, Green, 
and Peters (1977), Blitz and Shu (1980), and Cohen et al. 
(1980). 

If each local maximum is considered a “cloud,” then the 
procedure described above gives mean density n » 70 cm ”3 

rather than —20 cm”3, and the growth times in Table 6 
change slightly (for model B, they increase by a factor of —2; 
for model C, they decrease by a factor of —2). The conclusions 
of this section remain unchanged. 

e) Star-forming History of Giant Clouds 
The estimates of star formation efficiency in § VId have a 

bearing on the history of O star formation in giant clouds. We 
estimate the ratio T0/Tany> in which t0 is the time interval over 
which the molecular clouds seen now in the inner Galaxy have 
been producing O stars, and Tany is the interval over which the 
same clouds have been producing stars of any type. The 
method of stellar mass estimation in § Vld, based on the IMF, 
assumes that all the O stars ever produced by the cloud are still 
in the cloud. We denote the corresponding estimates of the 
total stellar mass in clouds in the inner Galaxy and the star 
formation efficiency of these clouds as M^l) and SFE(l). As 
noted in § Vld, a more correct estimate allows for the O stars 
that have left their parent clouds. In that case the stellar mass is 
M*(R) = RM*(l), and we define the SFE as SFE(R), given by 

1 I 
SFE(jR) + R 

An estimate of R comes from 

1 
SFE(l) (10) 

K = *oAo,in> (11) 
where t0i in is the mean time that an O star stays in its parent 
cloud and produces localized (as opposed to “diffuse”) H n/ 
FIR region emission. Smith, Biermann, and Mezger (1978) esti- 
mate that the typical O star spends 0.1 of its main-sequence life 
in this phase, so we take t0> in « 4 x 105 yr. 

The time-average rate of forming all stellar mass by molecu- 
lar clouds now in the inner Galaxy, {M*), can be written 

<M*> = Mcl0UdR[SFE(l)-1-l]-1TanJ. (12) 

Here Mcloud is the total cloud mass seen now in the inner 
Galaxy, and RfSFEil)”1 — l]”1 is just M*(R)/Mçloud 
expressed in a more convenient form. Combining equations 
(11) and (12) gives 

Jo. 
^any 

?o, in<^>CSFE(l)”1 - 1] 
-^cloud 

(13) 

We evaluate this expression, which is independent of R, for the 
inner Galaxy, i.e., within the solar circle. For Mcloud we adopt 
l x 109 M0, based on results of this p>aper, of Dame (1984), 
Dame et al. (1985), and SSSh. For (M*) we adopt 10 M0 
yr“1, based on the expectation that the inner Galaxy value 
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should be somewhat larger than the solar neighborhood value, 
averaged over the solar circle, of 2 M0 yr-1 (Tinsley 1981), 
and on the inner Galaxy estimates of 13 M0 yr “1 (Güsten and 
Mezger 1982) and 12 M© yr-1 (Rengarajan 1984). For SFE(l) 
we take 0.02, from § Via.5 In each of the four quantities in 
equation (13) we estimate a relative uncertainty of a factor of 
~ 3. The resulting value is T0/Tany = 0.2, uncertain by a factor 
of ~ 6. This suggests that O star formation in the present-day 
inner Galaxy clouds may be appreciably more recent than the 
formation of other stars. 

By itself, this result must be considered speculative because 
of the relatively large uncertainty in T0/Tany. It is consistent 
with a well-known picture where clouds form low-mass stars 
first, intermediate-mass stars next, and massive stars last 
(Herbig 1962; Iben and Talbot 1966; Larson 1982; Adams, 
Strom, and Strom 1984; Doom, De Greve, and de Loore 1985). 
However, the present result also appears consistent with the 
picture described by Elmegreen (1983), in which stars of every 
mass form at random times in a cloud’s history and with fre- 
quency that decreases with increasing stellar mass. The most 
massive stars rarely form; but upon formation, they rapidly 
destroy the cloud, and thus form last. 

A complementary approach to the present SFE analysis was 
taken by Rengarajan (1984). He used the same CO-based esti- 
mates of Mcloud as in this paper, but FIR data from GPS (40' 
beam) rather than from Hauser et al. (1984) (10' beam). 
Rengarajan thus obtained FIR luminosity estimates for each 
cloud rather than for each H n region in the cloud and noted a 
correlation between LFIR and Mcloud consistent with 
LFlR/Mcloud « 6 Lg/Mq. He used this result to obtain 0.2-0.4 
for the quantity referred to in this section as SFE(R). As noted 
in § Via, the values of LFIR from GPS are 3-10 times larger 
than those obtained here from Hauser et al. (1984). As sug- 
gested above, this discrepancy may be due mainly to differing 
angular resolution, rather than (say) errors in intensity cali- 
bration. Then there may be no significant inconsistency in 
combining SFE(l), based on FIR emission originating near 
H ii regions, with SFE(R), based on FIR emission from cloud 
locations both near to and far from H n regions. If so, then 
equation (10) and the values for SFE(l) and SFE(R) described 
here give R æ 10-30, whence equation (11) gives t0 ~ 0.5-2 
x 106 yr, and equation (13) gives Tany ä 3-10 x 107 yr. 

Additional constraints on the star-forming ages t0 and rany 
of the inner Galaxy cloud material follow from placing a plaus- 
ible limit on the star formation efficiency. We adopt 
SFE(R) < 0.5, guided by results for local clouds that satisfy this 
limit (Cohen and Kuhi 1979; Myers 1982; Wilking and Lada 
1983). Then, since SFE(l) = 0.02, R < 49. Then equation (11) 
implies t0 < 2 x 107 yr, and equation (13) implies Tany < 1 
x 108 yr. The range of t0 derived above and the limit derived 

here suggest that O stars have been forming for at most a few 
main-sequence lifetimes—and probably in many clouds O 
stars have been forming for only one main-sequence lifetime. 
Thus it seems possible that most O stars produced by the 
present-day inner Galaxy clouds are still on the main sequence. 

If the growth time ~ 107 yr estimated in § Vlld is correct, 
and if the inner Galaxy clouds began forming stars as soon as 
they themselves formed, then the cloud ages lie in the range 
2-10 x 107 yr, consistent with estimates by Bash, Green, and 
Peters (1977), Blitz and Shu (1980), and Cohen et al. (1980), but 

5 Assuming the alternative cloud definition that each local maximum in 
Figure 3 is a “cloud” has no effect on the value SFE(l) = 0.02, since the total 
stellar mass and the total cloud mass are not influenced by the location or 
number of cloud-cloud boundaries. 

lower than estimates by Scoville and Hersh (1979). This range 
allows the possibility that linear features such as the Sagit- 
tarius arm form on the passage of a Galactic density wave and 
disperse significantly before the arrival of the next such wave, 
~2 x 108 yr later. If the dispersal is due to the effects of O 
stars, then the age limits deduced here suggest that the O stars 
accomplish this dispersal in a remarkably short period—at 
most a few main-sequence lifetimes. 

VIII. SUMMARY AND CONCLUSIONS 

In this paper we have analyzed and compared surveys of the 
Galaxy covering 12° < / < 60°, —l0<h<l°in the 2.6 mm 
line of CO (Cohen et al. 1980), in the 150 and 250 /¿m contin- 
uum (Hauser et al. 1984), and in the 6 cm continuum 
(Altenhoff et al. 1970, 1978) and H 110a line (Downes et al. 
1980), in order to study the degree of association between H n 
regions and molecular clouds and to estimate the stellar 
content of molecular clouds. 

The 54 molecular clouds and their associated H n region/ 
FIR sources are described in Table 2. Analysis of these data 
leads to the following conclusions : 

1. Most of the FIR sources are associated with H n regions, 
and essentially all the H n regions are associated with molecu- 
lar clouds. Clouds having no H n region tend to have lower 
mass than clouds with H n regions. The distribution of massive 
clouds in the Galactic plane appears consistent with previous 
results for H n regions; the Sagittarius arm is relatively well 
defined. There, the arm definition in terms of CO cloud emis- 
sion is somewhat better than in terms of radio continuum 
emission. 

2. FIR and Lya luminosities of associated H n regions indi- 
cate a median infrared excess of 6, in agreement with most 
prior observations. We see no significant evidence for a 
decrease in infrared excess with increasing galactocentric 
radius. Typically, the FIR and Lya luminosities of an H n 
region indicate the presence of ~ 5 x 104 M© of stellar mass, if 
the luminosities are due to identical clusters following the 
Miller-Scalo IMF, and if all the O stars ever produced by the 
cloud are still in the cloud. For the entire sample of clouds, the 
star formation efficiency (SFE) is then 0.02. Several massive 
(M > 106 M©) clouds have remarkably low SFE, SFE < 10" 3. 

3. The stellar mass associated with a cloud shows a correla- 
tion with cloud mass of the form oc M°lo

5
ud

0 ;2, similar to 
that reported by Larson (1982) for less massive clouds. 
However, M* has a much weaker correlation with the mass of 
the nearest single local maximum of CO emission. 

4. The volume-averaged gas density in the largest inner 
Galaxy clouds is ~20 cm-3, as expected if such clouds are 
nonuniform and have low (< 0.1) volume-filling fractions. Such 
density is consistent with accretion times 107-108 yr. 

5. For giant clouds now in the inner Galaxy, comparison of 
the SFE based on IMF clusters with estimates of the star 
formation rate indicate that these clouds may have been 
forming O stars for only the most recent ~20% of their star- 
forming life, the latter period being 108 yr or less. If stars began 
forming in the giant clouds when the clouds formed, then the 
cloud ages are probably several times 107 yr—consistent with 
formation during passage of a Galactic density wave and dis- 
persal before passage of the next wave. 

We thank numerous colleagues for discussions and pre- 
prints. P. C. M. thanks G. Field and I. Shapiro for support at 
the Center for Astrophysics, and C. Barrett for excellent 
typing. 
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APPENDIX A 

DESCRIPTION OF 54 INNER GALAXY CLOUDS 

We briefly describe each of the 54 molecular clouds tabulated in Table 2 and depicted in Figures 3 and 7. The descriptions include 
prominent associated H n regions, the basis of the adopted distance, and the reasons for the choice of cloud boundary in uncertain 
cases. 

12,45.—Associated with W33; the mass may be underestimated if there is significant emission at longitude below the 12° survey 
cutoff. Near distance determined by H2CO absorption. 

13,54.—Near distance determined by H2CO. 
14,20.—Associated with M17; near distance determined by H2CO and optical spectroscopy. 
14,39.—Near distance determined by H2CO. 
17,22.—Associated with M16; there may be significant emission beyond the survey latitude cutoff at b = Io; near distance 

determined by H2CO and optical spectroscopy. 
17.44. —Near distance determined by latitude extent. 
17,58.—Similar range of / as 17,44, but distinct from 17,44 on the l-v diagram. Near distance determined by latitude extent. 
18.48. —Associated with RCW 166; near distance determined by H2CO. Division between 18,48 and 20,42 is uncertain. 
19.65. —Associated with W39 ; near distance determined by H2CO. 
20.25. —It is unclear whether this long string of weak emission is one complex or several unrelated objects. The choice of near 

distance is uncertain; it was made on the speculation that this region is associated with the nearby 17,22 (Ml6). 
20.42. —Near distance determined by large negative latitude. Division between 20,42 and 18,48 uncertain. 
21,60.—Associated with strong H n region; far distance determined by H2CO ; cloud is probably poorly resolved. 
22,53.—A massive cloud with no H n regions or FIR sources; near distance determined by H2CO. 
23,78N and 23,78F.—Four associated H n regions have far distance determined by H2CO, but as Dame et al. (1985) point out, 

substantial near-distance H2CO absorption is also present, at almost the same velocity. Like Dame et al, we attribute half the 
integrated intensity to 23,78N and half to 23,78F. 

24.42. —This cloud appears more distinct on the l-v diagram from 25,53 than does 22,53 — from 22,53, so we consider it a separate 
cloud. The near distance is inferred from the latitude extent. The H n region 25.3 + 0.3 appears associated on the basis of its H 110a 
velocity, but is unusual in its displacement from the high-intensity contours. The weak, extended emission near (/, b) = (26°, Io) may 
be an unrelated, more local object. 

24,98.—This large, elongated cloud is associated with seven H n regions, all near the terminal velocity. The near distance was 
chosen, somewhat arbitrarily, as in Dame et al. (1985), Lockman (1979), and Georgelin and Georgelin (1976). The cloud appears as 
one complex feature in Figure 3a, but as two features on the l-v diagram, and because of its location near the tangent of the 4 kpc 
arm it is more likely to be a composite of separate clouds than are some of the other features. The division between this cloud and 
31,95 is very uncertain. The associated H n regions are remarkable in that they all have similar 6 cm flux density. 

24,110.—Distance corresponds to tangent velocity. 
25,55N and 25,55F.—The powerful H n region W42 appears associated with this feature and is assigned the far distance by virtue 

of its H2CO absorption. But as Dame et al. (1985) point out, the latitude extent of the emission makes it unlikely that all the 
emission is at the far distance. We follow Dame et al. and assign 25% of the integrated emission to the far distance and 75% to the 
near distance. 

26.65. —Near distance determined by large negative latitude. 
27.25. —Far distance determined by small angular size and small latitude; uncertain. 
27,34.—This string of small-angle, low-latitude clouds appears associated with three H n regions, one having the far distance 

determined by H2CO absorption, and two having a less certain far distance assignment. 
29,52.—In Figure 3a this cloud has about the same position as 29,80, but the two are distinct in the l-v diagram. The near 

kinematic distance is implied by both H2CO absorption and the large negative latitude. 
29,80.—Near distance determined by H2CO absorption. This remarkable cloud is one of the more massive in the survey, yet it has 

negligible H n region or FIR emission. 
31.12. —Near distance determined by latitude; uncertain. 
31.48. —A string of low-latitude clouds similar to 27,34, but with stronger CO emission and no H n regions. Far distance based on 

low latitude. 
31,95.—Like 24,98, this appears as a nearly continuous feature in Figure 3a; but it has irregular structure in the l-v diagram. It 

may be plausible to subdivide the cloud at ~290 and at ~32.5°. The most intense CO emission appears associated with the 
powerful H n region W43, whose H2CO absorption indicates the near distance. 

33,10.—This extremely weak emission feature was classified because it appears close in angle and velocity to the H n region 
32.8 + 0.3, thought from H2CO absorption to be at the far distance. The association is highly uncertain. 

35.13. —This weak, extended emission coincides with visible obscuration (No. 617 in the catalog of Lynds 1962) and H2CO 
absorption (Myers 1973), both indicating the near distance. 

35.44. —One of the major features in the CO l-v diagram of the first quadrant: a massive molecular cloud with large internal 
motions, straddling the 50 km s_1 boundary between the second and third panels in Figure 3a. It is associated with the supernova 
remnant W44 and nearby H n regions, whose H2CO absorption indicates the near distance. The boundary between 35,44+ and 
36,57 is somewhat uncertain. 

36,57.—This feature appears on the l-v diagram as a relatively weak extension of the emission from 35,45 to higher longitude and 
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higher velocity. However, its low latitude and its closeness in angle and velocity to the far-distance H n region 37.4-f 0.0 suggest the 
far kinematic distance. 

37,82.—This elongated feature appears as a single, large, relatively weak feature on the l-v diagram. Dame et al. (1985) and Dame 
(1984) call it the “ Aquila spur ” and suggest that it lies between the Sagittarius and Scutum arms, at the far distance of 9.5 kpc. 

38.16, 39,32, and 39,42.—These weak, extended clouds are prominent on the l-v diagram and resemble 35,13. Their latitude 
extents indicate the near distance for each cloud. The association claimed here between 38,16 and the H n region 39.3 -f 0.0 may be 
questioned, since the H n region distance ambiguity is not resolved. 

40.59. —Associated with the far H n region 37.9 — 04 and concentrated toward the plane ; far distance. 
41,37.—Distinct on l-v diagram ; large latitude extent indicates near distance. 
42.16. —Concentration toward plane and apparent association with H n region 41.5 + 0.0, at h = 0°, suggest far distance. 
43,11.—Associated with the very powerful far H n region W49. 
43,63 and 44,60.—These two clouds, distinct on both Figure 3b and the l-v diagram, have uncertain distance. Their relatively 

large latitude extents imply a linear extent ~150 pc at the far distance and ~70 pc at the near distance. However, the latitude 
extents are about the same as that of the nearby (in angle and velocity) cloud 46,59, whose associated H n regions 45.1+0.1 and 
45.5 + 0.1 have the far distance (10 kpc) implied by H2CO absorption. We adopt the far distance for each object. 

46,25.—This weak, extended feature is prominent on the l-v diagram. Its latitude extent suggests the near distance. 
46.59. —see 43,63 and 44,60. 
49,18.—This feature is distinct on the l-v diagram, is concentrated toward the plane like 43,11 (W49), and is associated with the far 

H ii region 48.6 + 0.0; hence we adopt the far distance. 
49.59. —W51 complex. The near distance is implied by the H2CO absorption of three powerful associated H n regions and also by 

the proper motion of H20 masers (Schneps et al. 1981). 
50,45.—Near distance determined by latitude extent. 
51,55 and 53,60.—These appear nearly continuous on Figure 3b but more distinct in the l-v diagram. Their large latitude extent 

indicates the near distance. These correspond to the single cloud 52,59 in Dame ei al. (1985). 
53,24.—Large angular extent implies near distance. 
54,40, 56,36, and 58,37.—On the l-v diagram 54,40 and 56,36 appear single and distinct, while the feature called 58,37 appears as a 

closely spaced double, distinct from 56,36. For 54,40, the small angular size and concentration toward the plane indicate the far 
distance. For 56,36 and 58,37 the larger extents suggest the near distance. 

60,27.—The large extent implies the near distance. 

APPENDIX B 

REMOVAL OF A SOURCE BACKGROUND BY CLIPPING AND SUBTRACTION 

We show that the integrated intensity of an optically thin source, seen with an extended background, is better estimated by 
subtraction than by clipping ; whereas the intensity of a thick source is better estimated by clipping if it lies in front of the 
background cloud, or by subtraction if it lies behind the background cloud. These considerations support the subtraction of an 
optically thin FIR background to estimate integrated source intensity. 

We consider an idealized source of angular area Qs, with source function Bs, optical depth ts, and specific intensity Is, each 
uniformly greater than zero over Qs and zero beyond. Then Is — Bs(l — e~Ts), and the integrated intensity is Ws = ISQS. The 
background cloud includes the source in projection, has angular area Ùb P Qs, and has Bb, xb, Ib, and Wb defined as for the source. 
The observed on-source intensity is Ion; the observed off-source (and on-background) intensity is Joff = Ib; we denote I0Jl0n as u, 
and require w > 1 for recognition of the source as a source. The clipped estimate of Ws, JFclip, is obtained by replacing the observed 
intensity I by zero when 0 < / < Joff. The subtracted estimate of Ws, Wsuh, is obtained by replacing / by / — /off when I > /off. We 
denote the relative accuracy of estimating Ws by Wclip as 

A =ükE ^clip = 
W' 

W' 
(Bl) 

and the relative accuracy of estimating Ws by W''llb as 

Asub = 
^sub - ^ 

Ws 
(B2) 

When the source is in front of the background cloud, the equation of radiative transfer may be combined with the definitions 
above to give 

Aclip = (wets - l)-1 , 

Asub =-(^ - l)/(«^ - 1) 

(B5) 

(B6) 

For a thin source, ts 1, 

Aelip * (u - 1) 1 , 

Asub « -rs(u - l)“1 

(B3) 

(B4) 
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and for the case of interest here where u æ 3, Aclip is of order unity while Asub is much less than unity. For a thick source, ts > 1, 

(B7) 

Asub«-M_1, (B8) 

and Asub is of order unity while Aclip is much less than unity. 
When the source is behind the “ background ” cloud, its optical depth is unimportant, but the “ background ” optical depth Tb 

matters. The case t& 1 is not of interest, since the source would not be visible. For 1, 

Aclip » -Tf. + (m - l)“1 , (B9) 

As„b (BIO) 
and Aclip is of order unity while Asub is much less than unity. 

These relations (B5)-(B10) can be summarized according to the source optical depth. If the source is thin, subtraction is 
significantly more accurate than clipping, independent of source location, and gives relative accuracy of order ts (source in front) or 
Tb (source in back). If the source is thick, the choice depends on source location : clipping is more accurate if the source is in front, 
while subtraction is more accurate if the source is in back. Since one may not know the relative location of the source and the 
background cloud, this thick-source case is more ambiguous than the thin-source case. If one makes the “wrong” choice of 
procedure, one introduces a relative error of order unity, either upward (source in back, clipped) or downward (source in front, 
subtracted). 

This analysis assumes that the source emission profile has a step-function change in intensity between Ion and /off, so that errors in 
estimating source size are unimportant. When the on-source intensity decreases gradually into the background, source-size errors 
complicate the analysis given above. Briefly, a model of source intensity versus position gives the relative error in !Fsub due to an 
error in Ib as proportional to (1 — u)~3, while the relative error in IFclip due to the same error in lb is proportional to (1 — u)~2. 
These results suggest that clipping and subtraction give similar errors in W due to an error in Ib when the source is much stronger 
than the background, but that subtraction gives a significantly bigger error than does clipping when the source is only slightly 
stronger than the background. 

These considerations are referred to in §§ IVh amd Va and in Appendix C. 

APPENDIX C 

COMPUTATION OF FIR LUMINOSITY 

To compute the FIR luminosity associated with each source, we first estimated a 150 /un background flux level for each source. 
This background level was (1) the two-dimensional local minimum of intensity whose (/, h)-position is nearest to that of source peak; 
or (2), when the source lies on a ridge, narrow in b and long in /, the nearest local minimum in the /-direction; or (3), when no 
significant minimum was nearby, the average intensity of the surrounding plateau. We made a large-scale contour map of the 150 
jj,m emission around each source and identified a background value by direct inspection or by taking a cut, usually through the peak 
of the source in the /-direction. This procedure is somewhat subjective; a variation of ~ 30% may occur among background choices 
made according to the above guidelines, for a given source. This uncertainty is probably similar to or greater than that arising from 
subtraction of a background that is constant over the source, as opposed to a background that more closely follows the slope of the 
Galactic ridge at the source location. 

We then obtained the total FIR luminosity by the following steps: (1) We inspected the longer wavelength (250 fim) map to see 
whether a significant “ source” is present at the same location. (2) If so, we measured the peak fluxes p(150) and p(250) and obtained 
the background fluxes h(150) and h(250) as described above. (3) Then we subtracted the 150 /zm background from the 150 /¿m map, 
and computed Fint(150), the integrated 150 /mi flux above background. (4) We obtained Fint(250) by assuming that the source has 
essentially the same projected size and shape at 250 /¿m as at 150 /an and differs only in relative intensity; then 

Fint(250) = Fint(150) 
p(250) - h(250) 
p(150) — h(150) ' 

(Cl) 

This step generally gave less variable results than the possible alternative of subtracting the 250 /mi background from the 250 /mi 
map and then integrating, perhaps because the 250 /mi map has relatively poor signal-to-noise ratio for weak sources. (5) The ratio 
Fint(150)/Fint(250) was compared to model ratios of blackbody functions, each function integrated over the corresponding instru- 
mental passband and weighted by emissivity proportional to 2-2, as in Hauser et al. (1984), for a range of color temperatures. 
Graphs of the passbands are given in Cheung (1980). Thus the color temperature T and total FIR flux Ffir are obtained. (6) Then 
the far-infrared luminosity LFIR was calculated from LFIR = 47tD2Ffir, where D is the distance assigned to the corresponding 
molecular cloud, column (4) of Table 2. 
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