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ABSTRACT 
A complete contamination-free sample of Mil cluster members has been obtained by combining proper- 

motion data of McNamara, Pratt, and Sanders with magnitude and color information obtained from deep 
KPNO 4 m plates. Difficulties in proper-motion membership techniques have been studied, with the conclu- 
sion that independent membership criteria are crucial for work in regions where the field dominates over the 
cluster (e.g., in the outer cluster) or where the proper-motion precision is poor (as is often the case at the faint 
limit of a proper-motion study). Completeness corrections for the proper-motion sample have also been made, 
and the data have been supplemented with deep star counts from the 4 m plates. 

The luminosity functions in the inner and outer regions of M11 have marked differences due to mass segre- 
gation in the cluster. The luminosity function of all observed cluster members is in good agreement with the 
field initial luminosity function for stars with masses greater than 1.6 M0 but is somewhat deficient in lower 
mass stars. Correcting for mass-segregation effects through dynamical models substantially decreases this defi- 
ciency. 

The radial surface-density distribution is similar to that found for globular clusters. Mass segregation is 
evident in the progressively greater central concentration with higher mass. Multi-mass equipartition King 
models fit the radial surface-density profiles very well, with an anisotropy term being necessary if the model 
tidal radius is to agree with the theoretical tidal radius. Models with complete energy equipartition best fit the 
data; the data cannot, however, rule out with certainty the possibility that the lower mass stars have not yet 
come to complete equipartition. 

The red giants of M11 have a smaller central concentration than the massive (turnoff) main-sequence stars. 
However, the statistical significance of the distinction is only at the 90% confidence level. Mass loss from the 
red giants with subsequent relaxation is considered as a possible explanation. Observations indicate that mass 
loss rates of such giants are not sufficiently rapid, but the present picture of mass loss from giants remains 
uncertain. It is also argued that explanations based on non-coevality of stellar formation seem implausible on 
the basis of the short cluster relaxation time scale. 
Subject headings: clusters: open — luminosity function — stars: stellar dynamics 

I. INTRODUCTION 

From a dynamical point of view, open clusters represent an 
exciting and challenging field of study, both in observation and 
theory. On the observational side, the first challenge is. to 
isolate the cluster members from the general field. As open 
clusters are located in the galactic disk, they are usually pro- 
jected against rich stellar backgrounds. Consequently, the sta- 
tistical methods which were so effective for globular clusters 
are often not sufficiently powerful, and new methods must be 
found by which cluster members can be isolated. The second 
observational challenge is to study the internal kinematics of 
open clusters. A simple virial analysis shows that the expected 
internal velocity dispersions of typical open clusters are on the 
order of 1 km s_1. Thus, relevant kinematic information (e.g., 
global velocity dispersion, velocity dispersion as a function of 
stellar mass, and degree of anisotropy) is very difficult to 
obtain. 

On the theoretical side, open clusters are dynamically active 
systems. Unlike globular clusters and galaxies, where the two- 
body relaxation times are very much longer than the crossing 
times and the systems can be considered to be in quasi-static 
equilibrium, the crossing and relaxation times of open clusters 
are more commensurate with each other. Thus the evolution of 

1 Now at the Center for Astrophysics. 

the cluster velocity distribution due to stellar encounters 
cannot be treated independently from the orbital mixing of the 
distribution. Analytically, this means the Liouville and colli- 
sion terms must be solved simultaneously. The situation is 
made even more interesting by the fact that members of young 
open clusters cover a large mass range, so single-mass models 
such as have been used in most analyses of globular clusters are 
not appropriate. While the presence of different stellar masses 
complicates theoretical models, it also provides an empirical 
means to study two-body relaxation processes and time scales. 

Finally, open clusters are subject to significant transient 
dynamical influences such as tidal perturbations of passing 
molecular clouds and mass loss by massive members, as well as 
the long-term effects of the galactic tidal field and the presence 
of binaries in the cluster. Thus, the dynamics of open clusters 
represents a theoretical problem which is different in essential 
nature as well as magnitude from that encountered in systems 
whose dynamics are thought to be well understood. 

The goal of this paper is to present a data set which is 
sufficiently comprehensive, complete, and contamination-free 
to act as an observational base upon which theoretical 
analyses can begin. The choice of Mil (NGC 6705; ln = 27?3, 
bu = — 02?8) as the representative open cluster was based both 
on consideration of optimal characteristics for analysis and on 
practical considerations of available data. M11 is an excellent 
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cluster for study because (1) it is young enough for its members 
to have a significant mass range, and (2) it is rich enough to 
allow statistically significant conclusions to be drawn. 
(Unfortunately, however, the richness of the cluster reduces its 
applicability to the study of systems with similar crossing and 
relaxation times.) Furthermore, McNamara, Pratt, and 
Sanders (1977) have completed an excellent proper-motion 
study which is sufficiently complete and comprehensive to 
permit a serious study of the cluster. 

In this paper we develop in detail a procedure for producing 
a complete, contamination-free sample of the members of Ml 1. 
We first use this sample to examine the cluster luminosity func- 
tion. We then examine in detail the spatial structure of the 
cluster and begin an analysis of the cluster dynamics through 
application of the dynamical theory developed for large-V 
systems. 

II. OBSERVATIONS 

a) Proper Motions 
The proper motions and membership probabilities used in 

this analysis are taken from McNamara, Pratt, and Sanders 
(1977). Using 15 independent plate pairs taken with the Yerkes 
40 inch (1 m) refractor, they measure proper motions for 1890 
stars in an area of ~0.25 deg2 centered on the cluster. The 
faintest stars measured were F = 16 (Mv = 3.5), roughly 5 mag 
below the main-sequence turnoff at F = 11 (Mv = —1.5). 
McNamara et al divide the data into three groups of varying 
measurement precision, based on the number of plate pairs 
used to determine a proper motion. The average proper- 
motion precisions for each group are: group 1 (1 plate pair), 
er = ^140 per century; group 2 (2-7 plate pairs), <j = 0.072; 
group 3 (8-15 plate pairs), <j = 0.039. The number of plate pairs 
upon which a star can be measured is in turn dependent on the 
star’s brightness, so measurement precision tends to decrease 
with fainter magnitude. 

Membership probabilities were computed by McNamara et 
al using the procedure described by Sanders (1971). This 
method consists essentially of fitting two bivariate frequency 
distributions to the proper-motion distribution: a normal ellip- 
tical distribution for the field and a normal circular distribu- 
tion for the cluster. For any given proper motion, the 
membership probability is taken to be the ratio of the cluster 
distribution frequency to the sum of the cluster and field fre- 
quencies. The quality of the cluster/field separation is quite 
high for the high-precision data but decreases markedly for the 
low-precision stars. 

b) Photometry 
Solomon and McNamara (1980) photographically measured 

magnitudes and colors for 506 of the 811 stars found by McNa- 
mara et al to have membership probabilities greater than 
50%. Their selection criteria for the measured stars are not 
rigid. For example, only 50% of the stars fainter than F = 14.0 
were photometered, the completeness becoming worse for 
fainter magnitudes. While many of the bright stars not mea- 
sured are crowded by neighbors, most of the fainter stars have 
no obvious characteristics that would hinder photometry. 
Thus selection effects in the sample of photometered stars 
cannot easily be determined and compensated for. 

Furthermore, the criterion of 50% membership probability 
is arbitrary, and, as shown below, not entirely satisfactory. For 
both of the above reasons, it was decided to complete the 

photometry for all stars with membership probability greater 
than 10% (approximately 500 additional stars). The 10% level 
was chosen because (1) the number of cluster members with 
membership probability less than 10% is very small, and (2) the 
total number of stars with membership probability less than 
10% is large, roughly 700 stars. 

Four direct photographs of Mil, taken on 1980 October 9 
with the 4 m Mayall telescope at Kitt Peak National Observa- 
tory,2 were kindly provided by Drs. Spinrad and Stauffer. Two 
of the plates were a Ila-D + GG 495 combination yielding 
photographic F magnitudes. The remaining two were a Ila- 
O + GG385 combination, yielding photographic B magni- 
tudes. All exposures were two minutes in 2" seeing conditions. 
Limiting magnitudes were roughly F = 20 and B = 21. 

The photometric procedure was straightforward. The 
unknowns were scanned in groups of 125 stars with the Berke- 
ley PDS machine, using a 40 x 40 raster pattern of 20 pm 
(0'.'37) pixels centered on each star. Ninety standards taken 
from Johnson, Sandage, and Wahlquist (1956) were also 
scanned before and after each set of unknowns. The stability of 
the PDS during the 90-120 minute scanning session (standard- 
unknown-standard) was easily checked by monitoring the sky 
level, and negligible drift was found. 

As even the faintest of the unknowns are high signal-to-noise 
objects on these deep plates, and as the utmost precision is not 
needed for this analysis, a very simple photometry algorithm 
was sufficient. The center of the star image was determined 
simply by taking the maximum density pixel in the central 
region of the scan. The sum £ of the pixel densities in an 
11x11 grid around that point was then taken as the photo- 
metric diagnostic. This grid size was found to be the largest 
which did not overly degrade the photometry of faint stars 
with sky noise. 

Magnitude-density calibration for each scan of unknowns 
was achieved by fitting a cubic polynomial to a time-adjacent 
scan of standard stars. A typical calibration curve is shown in 
Figure 1. It is clear that this photometry scheme breaks down 
at the brightest levels because of saturation of the stellar image. 
The loss of accuracy at the bright end is rapid; we adopt 
F = 12.0 and B = 13.0 as bright limits for this photometry. 
For stars fainter than these limits, the scatter about the fitted 
curve is constant with magnitude. The single-measurement rms 
errors determined by comparison of measurements from two 
plates were <tf = 0.05 and oB = 0.06; this is consistent with the 
scatter in the calibration curve. Combination of the two plates 
in each bandpass gives the final errors of ov = 0.03, crB = 0.04, 
and a{B— V) = 0.05. The photometry for the newly observed 
stars is given in Table 1. A complete compilation of all spatial, 
kinematic, and photometric data for Mil is available from the 
author. 

Photometry for stars with F < 12 was obtained when avail- 
able from other work (e.g., Johnson, Sandage, and Wahlquist 
1956; W. E. Harris, private communication). For the few 
remaining bright stars, approximate F magnitudes were 
obtained from McNamara et al; colors were not available for 
these stars. However, these stars all have very high accuracy 
proper motions, so color-magnitude information is not essen- 
tial for membership determination. Also, where necessary in 
the analyses below, a visual inspection of the KPNO plates was 

2 Kitt Peak National Observatory is operated by the Association of Uni- 
versities for Research in Astronomy, Inc., under contract with the National 
Science Foundation. 
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Fig. 1.—Calibration of photometric diagnostic £ (see text) vs. V ; fainter than V = 12.O,0> = 0.05 
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sufficient to separate bright main-sequence stars and red 
giants. Finally, there were a few faint stars without photo- 
metry, because of crowding or other problems. Those with 
membership probability greater than 75% were included in the 
sample and given approximate V magnitudes from McNamara 
et al. ; the remainder were excluded. 

c) Star Counts 
Because of the first-epoch plate magnitude limits, the 

proper-motion study could go only as faint as F = 16, roughly 
1.4 M0. For dynamical purposes, it is of interest to have infor- 
mation about the total mass and distribution of the lower mass 
stars. As the KPNO V plates reach roughly to F = 20, this 
information can be obtained by subtracting the proper-motion 
sample of cluster members from a total star count taken from 
one of these plates. The counting technique followed that of 
King et al. (1968). The count was done using a 3 cm (9.4) radius 
reseau divided into 36 octants and 30 annuli of 1 mm (18'.7) 
width. The counts per cell were never higher than 30 stars. 
Beyond 5' from the cluster center the cluster counts were 
smaller than 2 standard deviations of the total count due to 
sampling error. Thus the star-count technique provides infor- 
mation only within a 5' radius, to be compared with the 9'.6 
radius of the proper-motion field. The limiting magnitude of 
the count was determined via photographic photometry of the 
faintest stars counted. This photometry was done using the 
University of California, Berkeley, photographic photometry 
package, described elsewhere (Mathieu and Spinrad 1981). The 
limiting magnitude of the count was found to be F = 20. (It 
should be noted that while the formal error in the photometry 
is very small, determinations of star-count limiting magnitudes 
are notorious for substantial systematic errors. The above esti- 
mate should only be trusted to ± 1 mag.) 

These counts also provide an excellent means to search for 

any substantial absorption gradients across the cluster. The 
data were divided into quadrants and examined for radial 
asymmetries. No statistically significant variations were found. 
This is in agreement with an examination of the Palomar Sky 
Survey print of the region, which showed that, while Mil is 
surrounded by huge areas of extreme interstellar absorption, 
there are no obvious gradients across the cluster itself. 

III. MEMBERSHIP DETERMINATION 

a) Technique 
Historically, proper-motion membership studies have been 

made with the intent of studying the color-magnitude charac- 
teristics of a given cluster. Clearly, in such work photometry 
could not be used as an independent membership criterion. 
However, for dynamical purposes it is the main body of stars 
that is of interest, while the rare anomalies are of no impor- 
tance. As this body of stars has well-defined color-magnitude 
characteristics, i.e., the main sequence and giants, photometry 
represents an important additional tool for isolating cluster 
members where proper-motion techniques become weak (e.g., 
Upgren and Weis 1977 ; Upgren, Weis, and DeLuca 1979). 

The use of proper motions to isolate cluster members has 
two inherent weaknesses. First, for mid-range membership- 
probability stars (30%-70%), the value of that probability is 
very sensitive to reduction techniques and measurement errors 
(McNamara and Schneeberger 1978). Second, stars exist in the 
field whose proper motions are more or less identical to those 
of the cluster members. Clearly, such stars cannot be identified 
as field members from proper motions alone. The degree of 
such field contamination depends on the precision of the 
proper motions, since the measurement dispersion defines the 
range of proper motions attributed to cluster members. 

Thus a contamination-free cluster sample cannot be 
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TABLE 1 
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New Photometry of Stars in Ml 1 Field 

Number2 B—V Number B—V Number B— V 

6  13.44 0.48 
11  15.47 1.52 
29  14.87 2.20 
34  13.98 1.72 
36  15.31 0.89 
45  13.64 1.45 
52  15.21 2.22 
56.. ..  15.61 1.69 
64   15.45 0.84 
65   14.47 1.66 
70  14.82 1.44 
78  15.49 1.68 
86  14.79 2.20 
94  14.72 1.81 
96  15.17 1.75 
97..   15.55 0.96 
98  14.55 1.63 
99..   15.48 1.78 

106  15.63 1.38 
110.  15.50 1.11 
118  15.71 0.94 
123  15.93 1.01 
130  14.86 2.14 
133  14.71 1.31 
144  13.79 1.39 
147  15.46 1.10 
164  14.51 0.49 
168  15.45 0.85 
174  15.11 1.62 
186  15.39 0.64 
191   15.29 1.98 
192    15.46 1.63 
193   15.78 0.88 
194   14.73 2.20 
195   15.14 1.58 
196.. .  14.68 1.66 
200  14.28 0.50 
202  15.21 0.75 
205   15.37 1.64 
211  14.17 0.89 
213    14.94 0.58 
214   14.77 0.53 
222    15.16 1.01 
223   16.05 1.16 
224   15.01 0.77 
229   15.20 1.68 
230   15.90 0.56 
231   14.65 0.53 
238  15.05 0.68 
240   15.61 1.37 
241   15.00 1.54 
244   15.83 0.82 
249  14.98 0.56 
251.  15.08 0.67 
254  15.20 2.20 
261  14.97 1.40 
263   15.35 0.76 
264   15.65 1.47 
269   14.93 2.08 
272   15.76 1.60 
273   15.66 1.26 
274   14.52 2.20 
275   14.69 0.93 
276.  15.01 1.74 
278.. . 14.52 1.20 
279.   15.68 0.80 
282   15.35 0.71 
283   14.75 1.94 
287  15.23 1.60 
292   15.68 1.61 
293   15.18 1.58 

297..   15.79 1.54 
298  15.52 0.82 
300   15.25 2.20 
301   15.17 1.88 
303.  14.54 1.79 
304  15.75 1.71 
308  14.50 1.02 
312  15.21 2.16 
316   15.25 2.10 
317   15.38 1.59 
327   15.14 0.83 
330   15.33 0.78 
331    14.79 0.60 
335  14.59 0.52 
338  14.70 1.68 
345   14.62 2.03 
346   15.27 0.70 
347   15.04 0.64 
350  15.24 1.11 
351.  15.87 0.85 
353  15.59 1.12 
357  15.19 0.86 
361.. .  13.38 0.46 
366   15.17 0.70 
367   15.61 0.95 
370   15.09 0.68 
371   15.15 2.13 
374   15.34 1.90 
378  15.36 1.03 
380  15.02 2.20 
382  15.56 1.52 
388  15.32 1.70 
393   15.02 1.86 
394   14.71 0.94 
400.  15.85 0.80 
403  15.91 1.47 
415  14.56 0.51 
417  15.84 1.98 
422   15.26 1.00 
423   14.96 0.65 
429.  14.60 2.00 
432   15.19 0.61 
433   15.13 0.86 
435  15.89 1.04 
439.  15.16 0.61 
440  15.48 1.77 
442  15.46 0.73 
444  15.51 1.06 
447  14.94 2.40 
450  15.01 0.62 
456  15.21 0.67 
459  15.29 1.77 
465   14.87 1.84 
466   14.89 2.03 
471  15.06 0.57 
479   15.00 0.70 
480   14.87 1.69 
482   16.11 1.00 
483   15.51 0.76 
484   14.70 0.57 
492   15.00 0.63 
493   14.90 0.98 
496  14.89 2.03 
500 15.56 0.79 
502  15.18 0.94 
504   15.65 0.77 
518  13.77 0.42 
525   15.72 0.89 
526   14.24 1.25 
531   15.25 0.00 
533  13.39 1.53 

534  13.92 1.67 
537  13.07 0.56 
548  15.39 1.04 
551  15.92 1.30 
554  15.47 0.72 
563   16.23 1.69 
564   15.68 2.07 
572   14.98 0.59 
576  14.39 2.05 
578  14.99 1.63 
580.  14.97 2.01 
584   14.96 1.51 
585   14.52 2.12 
595  15.08 1.05 
600  15.87 1.83 
602  15.48 0.72 
604  15.20 0.69 
606  14.97 2.03 
610  15.14 1.81 
614  15.42 0.73 
618  14.95 0.63 
620  15.04 1.87 
622   14.52 0.60 
623   14.48 1.63 
627  15.51 1.02 
629  14.57 0.47 
636  15.54 0.72 
641  14.46 0.91 
652  14.18 0.48 
656   15.12 1.80 
657   15.28 0.77 
661  13.98 0.57 
670   15.19 0.69 
678   13.82 0.91 
679   15.61 1.02 
684  14.55 0.54 
687  15.22 1.14 
695  14.91 0.61 
701  15.84 1.06 
707  15.37 0.80 
709  14.56 0.54 
711   14.48 0.67 
712   15.55 0.76 
716  12.92 0.41 
718  13.19 0.44 
721  15.03 0.83 
726  15.61 1.68 
728   14.97 0.83 
729   15.58 1.29 
733  15.34 1.66 
740   13.50 0.51 
741   14.71 0.51 
742   15.18 0.69 
743    14.63 2.07 
746   15.01 0.61 
747   13.51 0.41 
749  15.32 0.65 
755  14.89 0.63 
758  15.22 0.92 
760   13.80 0.54 
761   13.84 0.44 
762   15.21 0.76 
766  13.48 0.41 
769  15.36 1.82 
772....  13.88 0.53 
774  13.00 0.34 
776  13.05 0.35 
784   14.90 0.72 
785   15.44 0.75 
788   13.16 0.46 
789   13.17 0.48 

646 
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TABLE 1—Continued 

Number B—V Number B—V Number B—V 

796. 
797., 
798., 
802. 
806. 
814. 
820. 
829. 
834. 
835. 
838. 
839. 
840. 
845. 
846. 
848. 
853. 
856. 
857. 
858. 
859. 
875. 
876. 
880. 
883. 
901. 
902. 
903. 
904. 
909. 
915. 
918. 
923. 
927. 
929. 
932. 
937. 
940. 
943. 
944 . 
945. 
946. 
947. 
953. 
955. 
956. 
957. 
961. 
964. 
969. 
972. 
975. 
976. 
980. 
984. 
986. 

1010. 
1018. 
1019. 
1020. 
1021. 
1023. 
1025. 
1028. 
1031. 
1033. 
1036. 
1038. 
1039. 
1042. 
1043. 
1045. 

16.09 
14.34 
15.45 
15.12 
15.06 
14.88 
14.46 
15.30 
15.37 
14.67 
13.54 
15.35 
12.14 
14.99 
15.25 
13.61 
15.58 
13.42 
14.55 
15.19 
15.30 
14.92 
15.08 
15.48 
15.22 
13.89 
14.13 
13.46 
15.55 
15.18 
13.43 
13.37 
14.28 
13.04 
15.72 
14.17 
15.31 
15.39 
14.25 
15.56 
15.01 
13.81 
15.11 
12.89 
15.52 
14.57 
14.83 
15.22 
14.32 
14.32 
15.22 
15.21 
15.28 
15.53 
14.21 
13.73 
15.33 
15.31 
14.13 
13.19 
12.34 
14.64 
14.27 
14.94 
13.36 
13.53 
16.05 
15.33 
14.15 
15.25 
14.90 
14.85 

1.08 
2.24 
0.72 
0.64 
0.68 
0.88 
0.44 
0.97 
0.74 
1.54 
0.37 
0.71 
0.29 
0.65 
0.69 
0.43 
0.77 
0.31 
2.28 
0.66 
1.60 
0.73 
0.60 
0.98 
0.59 
0.44 
0.47 
0.40 
0.97 
0.66 
0.31 
0.49 
0.30 
0.39 
1.16 
0.44 
0.67 
0.67 
0.60 
0.74 
0.73 
0.71 
0.52 
0.35 
2.31 
0.62 
0.53 
0.74 
0.40 
0.40 
0.67 
0.75 
0.69 
0.81 
0.47 
0.55 
0.68 
0.75 
0.49 
0.41 
0.57 
0.71 
0.45 
2.09 
0.43 
0.47 
1.60 
1.77 
2.24 
0.64 
1.53 
0.67 

1047.. 
1050., 
1052.. 
1061., 
1064., 
1066., 
1070., 
1074., 
1075., 
1079., 
1086. 
1087., 
1091. 
1094., 
1099. 
1100., 
1110., 
1116., 
1118., 
1121., 
1124., 
1125., 
1126., 
1129., 
1131., 
1135., 
1147., 
1151., 
1153., 
1154. 
1155. 
1157. 
1158. 
1159. 
1160. 
1161. 
1163. 
1167. 
1170. 
1172. 
1174. 
1179. 
1194. 
1197. 
1198. 
1201. 
1202. 
1205. 
1208. 
1209. 
1215. 
1218. 
1219. 
1222. 
1224. 
1227. 
1229. 
1230. 
1231. 
1236 . 
1238. 
1243. 
1245. 
1251. 
1254. 
1255. 
1262. 
1267. 
1268. 
1269. 
1272. 
1276. 

12.62 
14.61 
15.02 
13.79 
13.85 
13.04 
14.68 
15.54 
14.32 
14.03 
13.24 
13.26 
15.70 
14.53 
14.80 
15.43 
12.97 
14.38 
14.82 
14.88 
14.79 
12.74 
15.32 
15.32 
14.87 
15.30 
13.15 
15.05 
15.08 
15.01 
14.82 
15.40 
12.86 
13.67 
13.94 
14.91 
13.25 
14.90 
15.21 
14.85 
13.91 
14.75 
15.13 
14.14 
15.22 
14.44 
13.93 
13.11 
13.88 
14.56 
15.27 
13.48 
12.52 
13.88 
14.80 
13.77 
15.19 
15.25 
14.18 
13.98 
15.04 
13.38 
13.00 
15.54 
15.39 
14.74 
15.52 
13.91 
13.55 
14.99 
12.82 
14.31 

0.42 
0.56 
0.66 
0.37 
0.43 
0.50 
0.43 
0.70 
2.24 
0.43 
0.31 
0.36 
0.80 
0.47 
0.58 
0.66 
0.38 
2.29 
0.63 
0.52 
0.54 
0.26 
0.93 
0.81 
2.10 
0.71 
0.49 
0.58 
0.63 
0.62 
2.02 
0.69 
0.30 
0.55 
0.31 
0.58 
0.50 
0.61 
0.61 
0.59 
0.44 
0.51 
1.73 
1.37 
1.59 
2.19 
0.66 
0.40 
0.55 
0.51 
0.69 
0.35 
0.48 
0.31 
0.50 
0.47 
0.60 
0.82 
0.43 
0.44 
0.69 
0.40 
0.44 
0.70 
0.94 
0.52 
0.67 
0.54 
0.73 
0.61 
0.37 
0.52 

1277.. 
1278.. 
1280.. 
1288.. 
1291.. 
1293.. 
1300.. 
1302.. 
1308.. 
1317.. 
1320.. 
1322.. 
1324.. 
1326.. 
1333.. 
1335.. 
1337.. 
1342.. 
1346.. 
1347.. 
1351.. 
1352.. 
1355.. 
1357.. 
1363.. 
1371.. 
1372.. 
1375.. 
1376.. 
1379.. 
1384.. 
1389.. 
1390.. 
1402.. 
1409.. 
1414.. 
1416.. 
1422.. 
1426.. 
1428.. 
1441.. 
1444. 
1445. 
1450. 
1451. 
1464. 
1467. 
1473. 
1476. 
1477. 
1479. 
1481. 
1482. 
1485. 
1486. 
1490. 
1492. 
1494. 
1499. 
1500. 
1501. 
1502. 
1504. 
1505. 
1507. 
1508. 
1509. 
1511. 
1514. 
1517. 
1525. 
1531. 

13.75 
13.84 
15.39 
15.10 
14.57 
15.24 
15.83 
14.24 
14.89 
14.44 
15.04 
14.03 
14.71 
14.53 
12.59 
15.16 
15.19 
15.41 
15.03 
14.58 
14.23 
13.90 
14.15 
14.08 
14.07 
15.24 
14.07 
15.46 
14.25 
15.37 
15.22 
13.49 
14.77 
14.90 
15.52 
13.85 
15.41 
14.51 
13.13 
14.44 
14.99 
14.95 
15.18 
15.43 
15.49 
14.24 
14.77 
13.40 
15.30 
15.13 
15.22 
13.81 
15.54 
14.60 
15.12 
12.88 
14.21 
14.30 
14.74 
14.57 
14.35 
15.30 
14.90 
12.60 
13.29 
15.25 
15.61 
15.22 
14.74 
15.53 
15.43 
14.31 

0.48 
0.46 
0.55 
0.63 
0.61 
0.92 
0.89 
0.68 
0.59 
0.53 
0.47 
1.36 
0.68 
0.39 
0.39 
0.63 
0.67 
0.78 
0.75 
0.52 
0.56 
0.47 
0.46 
0.58 
0.48 
0.92 
0.43 
0.80 
1.85 
0.69 
1.51 
0.50 
0.98 
0.50 
0.74 
0.41 
0.88 
1.79 
0.37 
0.43 
0.86 
0.69 
0.93 
0.72 
1.05 
0.63 
0.53 
2.45 
0.77 
2.03 
1.50 
0.47 
1.07 
1.54 
0.67 
0.27 
0.46 
0.52 
0.55 
0.55 
0.53 
0.70 
1.57 
0.45 
0.35 
0.86 
0.79 
0.61 
2.30 
0.89 
0.69 
0.48 
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TABLE 1—Continued 

1 Reference number of McNamara, Pratt, and Sanders 1977. 

obtained via proper-motion selection alone, particularly for 
faint stars where measurement precision is often low. Color- 
magnitude information represents an independent criterion for 
membership. The color-magnitude diagram of all stars with 
proper-motion membership probabilities greater than 10% is 
given in Figure 2. There are three clear groupings: the main 
sequence, the giants, and a large dispersed group of faint red 
stars. This last group comprises the stars to be edited from the 
sample of cluster members. 

The principle on which the photometric determination of 
nonmembers is based is straightforward: all stars not falling 
on the main sequence or among the giants are classified as 
nonmembers. In practice, there are two complications. The 
first is the presence of binaries in the cluster, which tend to fall 
somewhat above the main sequence in a color-magnitude 
diagram. Being cluster members, they should not be edited 
from the sample. The second complication lies in the definition 
of the main sequence itself. Since proper-motion accuracies are 
often poorer for fainter stars, the quality of membership 

separation is correspondingly reduced. The result is that for 
fainter stars, the color-magnitude diagram becomes cluttered 
with nonmembers, and the main sequence can become poorly 
defined. This is evident in Figure 2. 

The operational definition of the main sequence used in this 
paper is shown by the solid lines in Figure 2. For stars brighter 
than F = 14, the main sequence is well defined. For stars 
fainter than F = 14, the definition of the main sequence was 
determined by looking only at the central 2' of the cluster. The 
small area reduces the field contamination significantly, while 
the high cluster density in the central regions provides a suffi- 
cient number of cluster members to define the main sequence. 
The width of the adopted main sequence is sufficiently liberal 
that few member binaries should be excluded. 

As a check on this definition of the main sequence for 
F > 14, a thin strip to the red side of the main sequence was 
isolated for study. (This region is defined by the dashed line in 
Fig. 2.) The cluster was divided radially into three regions with 
outer radii of 2', 6', and 10'. The surface densities for each 
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Fig. 2.—Apparent color-magnitude diagram of Mil for stars with proper-motion membership probabilities greater than 10%. Solid lines define adopted main 
sequence. For explanation of dashed line, see text. 

spatial region of stars falling in the color-magnitude strip were 
0.41 ± 0.29, 0.42 ±0.12, and 0.41 ±0.10, in units of arcmin-2. 
It is evident that the distribution of these stars is uniform, 
implying that they are in fact members of the field. 

b) Analysis 
The essential question is, given proper-motion and color- 

magnitude data, how does one define the sample of cluster 
members? Traditionally, all stars above a given proper-motion 
membership lower limit have been identified as members. The 
values chosen for this lower limit range from 50% to 70% (e.g., 
McNamara and Sanders 1977; Chiu and van Altena 1981). 
Many cluster members have lower membership probabilities, 
however. A color-magnitude diagram of the Mil stars with 
membership probability between 10% and 50% shows a well- 
defined main sequence admidst the scatter of the field stars. 
Thus the trade-off in the choice of membership-probability 
cutoff is between purity and completeness of the cluster sample. 
For luminosity functions and density profiles, however, neither 
can be acceptably compromised. A high membership- 
probability cutoff unacceptably reduces the number of stars for 
study, particularly in the outer regions and for faint stars with 
lower precision proper motions, while a lower cutoff results in 
contamination, with unpredictable effects on the sample of 
“ cluster ” stars. 

The addition of color-magnitude editing of field stars signifi- 
cantly reduces the problem, as one can be very liberal in the 
choice of cutoff—assuring high completeness—-and then 
remove the contaminating field stars. In this study, a 10% 

membership-probability cutoff was selected (thus initially 
removing from consideration 40% of all stars with measured 
proper motions). This sample was then edited using the color- 
magnitude data. The difference in the resulting cluster-member 
sample from that obtained by simply choosing a 50% lower 
limit is significant. Considering first only the group 1 (low- 
precision proper motion) stars within a 10' radius, there are 172 
stars with membership probability greater than 50%, 81 of 
which are actually members as determined from their color- 
magnitude data. There are in addition 57 cluster members with 
membership probabilities between 10% and 50%. Thus simply 
choosing all stars with membership probability above 50% of 
the cluster sample would result in a 25% error in the deter- 
mined number of members. That the error is only this large is 
largely fortuitous in that the field contamination of the group 
with membership probability above 50% is similar to the 
number of cluster members with membership probability 
below 50%. In fact, the sample with membership probability 
above 50% is half comprised of field stars. Thus any analysis of 
such data without color-magnitude editing would be mislead- 
ing. 

A similar analysis for stars in group 2 finds that 315 of the 
383 stars above 50% membership probability are cluster 
members. Thirty-six additional members were found with 
membership probabilities between 10% and 50%. Thus, using 
a simple 50% cutoff results in a 9% overestimate of the cluster 
membership. Note that the error is a function of proper- 
motion precision and consequently stellar luminosity (see 
Table 2). Thus the use of variable-precision proper-motion 
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TABLE 2 
Percent Field Contamination of 
Proper-Motion Cluster Sample 
versus Radius and Magnitude 

Radius (pc) 

V 2 4 6 8 10 

11-12  0 0 0 0 0 
12- 13.  5 5 5 25 14 
13- 14   5 5 17 33 31 
14- 15   8 14 19 35 73 
15- 16  7 42 . 61 76 68 

data and a single membership-probability lower limit as the 
membership criterion can lead to differential errors in lumin- 
osity functions, color-magnitude diagrams, etc. 

The primary concern for dynamical work is the degree of 
field contamination as a function of radius. Table 2 gives the 
percentage of field contamination as a function of radius for 
the sample of stars with membership probability greater than 
50%. The error in the number of members in the outer-regions 
determined from the proper-motion analysis alone can be 
higher than a factor 2. More to the point, the contamination is 
strongly dependent on radius, so again differential errors are 
introduced into the radial surface-density profiles. 

Thus, unless the proper-motion data are of uniformly high 
quality, the importance of using photometry as an independent 
membership criterion cannot be overstated. If the quality of 
some fraction of the proper-motion data is low, the suggested 
procedure is to exclude the certain nonmembers (e.g., stars with 
membership probability below 10%) and from the remaining 
sample select members on the basis of color-magnitude infor- 
mation. 

:—i—i—i—i—i—i—i—i—i—i—\—i—i—i—\—: 
‘ HALO REGION 

WITHOUT MEASURED PROPER MOTIONS 

Fig. 3.—Histogram of magnitudes for stars (F < 17) in a selected region 
outside the cluster core, differentiating between stars with and without mea- 
sured proper motions. 

IV. COMPLETENESS 

Incompleteness in the sample may exist for two reasons: 
plate-limit effects and crowding in the central regions. To esti- 
mate the former, a 50 arcmin2 region north of the cluster core 
was examined on a KPNO V plate, which goes roughly 4 mag 
deeper than the F = 16 completeness limit claimed by McNa- 
mara et al All stars in the region brighter than F = 17 (an 
approximate limit, as selection was based on visual inspection 
of the plate) were photometered. In Figure 3 histograms are 
given of the number distributions with magnitude of stars with 
and without measured proper motions. Clearly, the 100% 
completeness level is only F = 15.0, while for F = 15.0-15.5 
the sample is 60% complete. Below F = 15.5, the sample is 
essentially too incomplete to be useful. In the luminosity- 
function analysis below, the faintest bin (F = 15.0-15.5) has 
included a completeness correction factor of 1.6. 

In the core of the cluster (roughly within a radius of 2'), the 
situation is more complicated because of crowding. Crowding 
leads to (1) proper motions not being measured for some stars 
and (2) poor precision for crowded stars that are measured. 
The extent of the first effect can be estimated as in the outer 
region. Because of the superior quality of the KPNO F plate, it 
was taken to be uncrowded, i.e., no obscuration of one star by 
another. (The KPNO plates in fact come close to satisfying the 
approximate criterion of King et al 1968, who find that crow- 
ding effects set in when about 1/50 of the plate area is covered 
by stellar images. Nonetheless, certainly some stars are in fact 
obscured.) As above, the number distributions with magnitude 

of stars in the central region with and without measured proper 
motions are given in Figure 4. Unlike the situation in the 
outer-region, some inner-region stars of all magnitudes have 
been missed in the proper-motion study, presumably because 
of crowding. The data in Figure 4 allow determination of the 
factor F(V) necessary to correct the sample for stars missed as a 
result of crowding. The values of F(V) applied to data inside 2' 
are: F < 12, 1.22; F = 12-13, 1.20; F = 13-14, 1.28; F = 14- 
15,1.37. 

That crowding also affects proper-motion measurement pre- 
cision can be seen by an examination of the radial surface- 
density distribution of field stars. In Figure 5 are given the 
radial surface-density distributions of stars with membership 
probability less than 10%, divided into four luminosity groups. 
(The photometry is taken from McNamara et a/.; faint stars for 
which McNamara et al have no magnitudes are included in 
the faintest group.) All groups show a marked increase in 
surface density in the cluster core. The explanation for this 
effect given by McNamara (private communication) is that 
proper-motion measurements of crowded stars can be signifi- 
cantly less precise. Thus crowded cluster members may be 
labeled as field stars. 

A detailed analysis of the stars measured by McNamara et 
al is enlightening. (Hereafter, star numbers reference the listing 
in McNamara et al) If we assume that the surface-density 
distribution of the actual field stars is uniform, then we can 
estimate from the observed “ field ” (i.e., all stars with member- 
ship probability less than 10%) distribution the number of 
cluster members in the cluster core which are improperly clas- 
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Fig. 4.—Histogram of magnitudes for stars {V < 17) in a selected region in 
the cluster core, differentiating between stars with and without measured 
proper motions. 
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Fig. 5.—Radial surface-density distribution of field stars differentiated by 

luminosity. Each group has been offset in surface density from the next highest 
mass by two in the log. Errors are from sampling statistics. 

sified as field stars. For the brightest group, F < 12, the 
observed “ field ” distribution suggests an excess of two to three 
stars in the cluster center. In fact, stars 979 (membership prob- 
ability 0%) and 995 (membership probability 5%) are both 
badly crowded by neighbors. Object 979 is actually two stars, 
both brighter than V — 12. Similarly, there is an excess of three 
stars in the range V = 12-13. Three crowded stars are found— 
890,1257, and 1292—all with membership probability 0%. For 
stars with V = 13-14, there is an excess of four stars. Three 
crowded stars were found—948, 1035, and 1193. Finally, there 
is an excess of seven stars in the range V = 14-15. Five 
crowded stars were found—754, 807, 830, 1078, and 1246. It is 
worth noting that many of these stars have larger measurement 
errors than uncrowded stars whose proper motions were deter- 
mined from similar numbers of plate pairs. It thus appears 
likely that the central increase is in fact due to incorrect identi- 
fication of cluster members as field stars. Whether in fact all of 
the above stars are in fact cluster members is of course 
unknown. However, most are located centrally in the cluster 
core so that the probability of membership is very high. These 
crowded stars are thus included in the sample of cluster 
members. The resultant field radial surface-density distribu- 
tions are consistent with a uniform distribution. 

V. LUMINOSITY FUNCTION 

The differential luminosity function of Mil is given in 
Figure 6. The cluster has been divided into two regions, an 
inner region with radius R <2' (approximately 1.5 core radii; 
visually this is the central core) and an outer region with 
R > 2'. For each of these regions, the luminosity function is 
given for stars with membership probability greater than 10%, 
edited of field members and corrected for incompleteness. Also 
shown in Figure 6 are the luminosity functions of each region 
for stars with membership probability greater than 50%, 
unedited and uncorrected for completeness. The differences 
between the corrected and uncorrected data are not merely 
quantitative but qualitative as well, in that the incompleteness 
in the uncorrected sample masks the true rise in the luminosity 
function of the inner region and causes an artificial turnover in 
the luminosity function of the outer region. 

The differential luminosity function of Mil is distinguished 
by two notable characteristics: (1) the slope of the inner-region 
luminosity function is much flatter than that of the outer 
region, and (2) the inner-region luminosity function does not 
increase indefinitely but begins to level out at the fainter mag- 
nitudes. Both of these effects were found to be present in many 
open clusters by van den Bergh and Sher (1960). 

The relative dominance of low-mass stars over high-mass 
stars in the outer region of the cluster is even more marked in 
Figure 7, where the inner- and outer-region cumulative lumin- 
osity functions are given. Here we have included the results of 
the star counts, which allow study of the luminosity function to 
F = 20 but require restricting the use of proper-motion data to 
stars with R < 5' (the effective radial limit of the star counts). 
Again, the inner- and outer-region cumulative luminosity func- 
tions have notably different shapes, with the more rapid rise in 
the number of faint stars in the outer region relative to the 
inner region continuing to F = 20. 

In order to study the luminosity function of the cluster as a 
whole, the total cumulative luminosity function (i.e., the sum of 
the inner and outer regions) is also shown in Figure 7. The 
errors shown are from sampling statistics. Also shown is the 
field initial luminosity function, derived from the field initial 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 



19
84

A
pJ

. 
. .

28
4 

. .
64

3M
 

652 MATHIEU 

g 10 11 12 13 14 15 16 
V 

Fig. 6.—Differential luminosity function for inner and outer regions of 
cluster. Solid lines are the data corrected as explained in text; dashed lines are 
uncorrected data. 

mass function given by Miller and Scalo (1979). The agreement 
between the two is good for stars brighter than F = 15 (1.6 
M0). There is, however, a deficiency in the lower mass stars 
relative to the field in that the total star count at F = 20 (0.7 
M0) is below that predicted by the field initial luminosity func- 
tion. The extent of this deficiency is sensitive to several system- 
atic effects. Incompleteness is certainly present in the star 
counts within the last magnitude. Also, systematic errors may 
be present in the limiting magnitude of the star counts and in 
the apparent luminosity-mass calibration. 

A natural explanation of the differences in the inner- and 
outer-region luminosity functions, and to some extent the defi- 
ciency in the low-mass stars relative to the field, is provided by 
the dynamical analysis of the cluster to be done in the next 
section. In particular, radial surface-density profiles derived 
from dynamical models in energy equipartition are found to fit 
well the stellar distribution in the cluster. In such models, the 
more massive, bright stars have a higher central concentration, 
and the resultant model inner- and outer-region luminosity 
functions mimic the relative behavior of the observed lumin- 
osity functions. 

These models show that a larger fraction of the lower mass 
stars relative to the higher mass stars is located outside the 5' 
radius region. Thus studying only the stars within 5' will under- 
estimate the low-mass population, as observed. In fact, this 
effect is not sufficient to fully explain the observed deficiency in 
low-mass stars. We show in Figure 7 the total luminosity func- 
tion of the dynamical models, normalized so as to equal the 
observed cumulative luminosity function at F = 15. The agree- 
ment with the field initial luminosity function remains good for 
ïhe higher mass stars, while the deficiency in the low-mass stars 
is reduced by almost a half. Given also the possible systematic 
errors in the observed number of faint stars, the remaining 
deficiency in the cluster luminosity function at the faint end 
relative to the field must be taken with some caution. 

The luminosity function derived from the proper-motion 
sample is comprehensive in that it extends, in terms of mass 
fractions, essentially to the radial limits of the cluster (90% of 
the mass is included, as estimated from the dynamical models 
of § VI). With the inclusion of the star-count data the lumin- 
osity function is also known well into the low-mass regime of 
the mass spectrum. It can thus be used to provide an estimate 
of a large fraction of the total observed mass of Mil. Such an 
estimate was made by McNamara and Sanders (1977) using 
the uncorrected proper-motion data sample. The following 
improvements are made here. First, the membership sample is 
corrected as discussed above. Second, masses are obtained by 
fitting the main sequence to the stellar-evolution models of 
Patenaude (1978), adopting E(B—V) = 0.42 from Johnston, 
Sandage, and Wahlquist (1956) and using the bolometric cor- 
rections of Code et al (1976). The main-sequence fitting indi- 
cates an apparent distance modulus of 12.5 and a cluster age 
on the order of 2 x 108 yr. Both are in reasonable agreement 
with previous estimates (Johnson, Sandage, and Wahlquist 
1956; Solomon and McNamara 1980). Third, the star counts 
allow the accounting to be extended to stars with masses as 
low as 0.7 M0. The total mass of stars with 15 < F < 20 and 
located between 5' and the spatial limit of the proper-motion 
survey was found by scaling the total number of such stars 
within 5' by the density profiles of the dynamical models fitted 
to the cluster in the next section. 

A large uncertainty in such a mass estimate is the correction 
for the mass of binary secondaries. Abt and Levy (1976) find 
that for F3-G2 IV or V field stars, binary companions have a 
total mass half that of the total mass of the primaries and single 
stars. Mathieu, Stefanik, and Latham (1985) find the binary 
population among such stars in the Hyades to be very similar 
to that in the field. Furthermore, little dependence of the binary 
frequency on mass has been found in either the field (Abt and 
Levy 1978) or the Hyades (Mathieu, Stefanik, and Latham 
1985). We thus include here a factor of 1.5 correction in the 
total mass estimate. This is only a rough correction, however, 
because of uncertainties in the correction itself and because it 
remains unclear to what extent the binary distribution is 
uniform from cluster to cluster (see Abt 1983 for a review). 

Table 3 shows the mass compilation, the total observed mass 
being 4671 M0. The dynamical models fitted to the data in § 
VI suggest that 10% of the cluster mass lies outside the radial 
limits of our study. With this correction the mass becomes 5190 
Mq. The actual mass of the cluster is certainly higher owing to 
the presence of stars with masses less than 0.7 M0. If the 
luminosity function of Mil is similar to that in the field, as 
much as 40% of the cluster mass may exist in stars with masses 
between 0.1 M0 and 0.7 M0. However, the nature and uni- 
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Fig. 7.—Cumulative luminosity function for inner and outer region of cluster as well as total observed luminosity function. The results of deep star counts are 
included at K = 20, limiting the radius of the outer region to 5'. Solid line is the field initial luminosity function. Model cluster total luminosity function is described 
in text. 

formity of open cluster luminosity functions below 1 M0 are at 
the moment uncertain; there is evidence that some clusters are 
deficient in low-mass stars relative to the field (for a review see 
Scalo 1984). 

TABLE 3 
Mil Mass Distribution 

V N M 

45 3.5 M0 157 M0 
32 (4.0)b 128 

114 2.8 319 
200 2.4 480 
491 1.9 933 

1097 1.0 1097 

3114 
Mass in binary secondaries  1557 

Total observed mass  4671 
a See text for source of masses. 
b See § Vic. 

10.5- 12.0 
Main sequence 
Red giants .... 

12.0- 13.0    
13.0- 14.0   
14.0- 15.5   
15.5- 20.0   

VI. RADIAL SURFACE-DENSITY DISTRIBUTIONS AND DYNAMICS 

a) Radial Surface-Density Distributions 
From a dynamical point of view, the primary result to be 

obtained from a clean sample of cluster members is the radial 
surface-density distribution as a function of stellar mass. 
Without kinematic information, the density profiles are the 
only interface with the dynamics of the cluster. One inherent 
problem with open clusters is that the precision with which one 
can study the cluster structure as a function of radius and mass 
is limited by small-number statistics. Mil being a rich cluster, 
however, the problem is lessened. 

The Mil radial surface-density profiles as a function of mass 
are given in Figure 8 and tabulated in Table 4. The data were 
first divided into four magnitude intervals: F < 12.0 
(M/Mq = 3.5), 12.0-13.0 (M/M0 = 2.8), 13.0-14.0 (M/M0 = 
2.4), and 14.0-15.0 (M/M0 = 1.9). The masses given are for 
stars of age t = 2 x 108 yr (see § V); the 32 red giants have 
been included in the 3.5 M0 group. The data were then divided 
into radial bins. The maximum radius of 9'.6 was defined by the 
spatial extent of the proper-motion study. The cluster was then 
divided into 20,10, and 5 equally spaced annuli. For any given 
luminosity group, high-resolution bins were used in the core, 
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Fig. 8—Radial surface-density distribution of cluster members, divided into five luminosity (mass) groups. Each group has been offset in surface density from the 
next highest mass by two in the log. Errors are due to sampling statistics. Curves are best fit isotropic and anisotropic King models. Rc is the core radius of the 
isotropic model ; Rr is the theoretical cluster tidal radius. 
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TABLE 4 
Tabulated Radial Surface-Density Profiles 

R(7 
Surface Density 

(arcmin-2) R(') 
Surface Density 

(arcmin-2) 

F < 12 (3.5 M0) 14 < F < 15 (1.9 M0) 

0.69. 
1.53. 
2.47. 
3.43. 
4.95. 
8.00. 

0.69. 
1.53. 
2.47. 
3.43. 
4.39. 
5.36. 
6.86. 
8.78. 

0.34. 
0.77. 
1.24. 
1.71. 
2.20. 
2.68. 
3.16. 
3.65. 
4.13. 
4.61. 
5.36. 
6.32. 
7.29. 
8.26. 
9.23. 

4.13E + 00 
3.57E + 00 
7.44E-01 
5.79E-01 
1.18E-01 
3.70E-02 

1.18E + 00 
6.35E-01 
2.24E-01 
1.67E-01 
4.47E-02 
1.40E-02 

12 < F < 13 (2.8 M0) 

6.09E + 00 
3.52E + 00 
9.47E-01 
6.77E-01 
2.63E-01 
2.46E-01 
1.33E-01 
4.70E-02 

1.44E + 00 
6.30E-01 
2.53E-01 
1.81E-01 
9.93E-02 
8.72E-02 
4.01E-02 
2.10E-02 

13 < F < 14 (2.4 Mq) 

1.04E + 01 
6.35E + 00 
6.93E + 00 
4.70E + 00 
3.08E + 00 
1.97E + 00 
1.04E + 00 
9.91E-01 
9.55E-01 
8.54E-01 
2.46E-01 
1.82E-01 
1.13E-01 
1.39E-01 
1.78E-01 

3.75E + 00 
1.69E + 00 
1.37E + 00 
9.54E-01 
6.80E-01 
4.92E-01 
3.29E-01 
2.99E-01 
2.76E-01 
2.47E-01 
8.7 IE —02 
6.87E-02 
5.05E-02 
5.25E-02 
5.65E-02 

0.34. 
0.77. 
1.24. 
1.71. 
2.20. 
2.68. 
3.16. 
3.65. 
4.13. 
4.61. 
5.09. 
5.58. 
6.07. 
6.55. 
7.04. 
7.52. 
8.01. 
8.49. 
9.23. 

0.98. 
1.60. 
2.20. 
2.82. 
3.44. 
4.06. 
4.68. 

5.56E + 00 
1.05E + 01 
6.67E + 00 
6.08E + 00 
3.71E + 00 
4.18E + 00 
2.18E + 00 
1.62E + 00 
8.75E-01 
9.26E-01 
1.03E + 00 
8.82E-01 
6.49E-01 
5.51E-01 
4.66E-01 
5.23E-01 
3.68E-01 
2.71E-01 
1.06E-01 

2.74E + 00 
2.17E + 00 
1.34E + 00 
1.08E + 00 
7.45E-01 
7.16E-01 
4.76E-01 
3.82E-01 
2.63E-01 
2.56E-01 
2.57E-01 
2.27E-01 
1.88E-01 
1.65E-01 
1.48E-Q1 
1.50E-01 
1.23E-01 
1.02E-01 
4.38E-02 

15 < F < 20 (1.0 Mq) 

1.75E + 01 
1.66E + 01 
1.67E + 01 
1.14E + 01 
5.43E + 00 
6.99E + 00 
3.71E + 00 

4.91E + 00 
3.44E + 00 
2.81E + 00 
2.36E + 00 
1.94E + 00 
1.82E + 00 
1.65E + 00 

1 RMS radius for each annulus. 

and the next lowest resolution bins were used in the halo. 
Excepting a few instances, every bin contained at least seven 
stars. The errors given in Figure 8 and Table 4 are from sam- 
pling statistics. 

Also shown in Figure 8 is the radial surface-density distribu- 
tion of all stars with V = 15.0-20.0 (M/M0 ~ L0). These were 
found by differencing the star counts and the cumulative 
proper-motion counts. As noted above, the star-count method 
cannot provide information as far radially as the proper 
motions. Nonetheless, these points provide a constraint on the 
mass and distribution of the lower mass stars. 

A preliminary examination of the radial surface-density dis- 
tribution shows Mil to be very similar to globular clusters. In 
fact, the density distribution integrated over mass (dominated 
by the lower mass stars) is well fitted by a single-mass King 
model of central concentration c = 1.2, typical of low central- 
concentration globular clusters. Of course, Mil does have a 
significant mass spectrum, which plays an important role in the 
dynamics of the cluster. This is evident in the marked increase 
in the central concentration of the higher mass groups, pre- 
viously noted by McNamara and Sanders (1977). The cumula- 
tive distributions of the four components derived from the 
proper-motion study are shown in Figure 9. Here the mass 
segregation is particularly evident, although the 2.4 M0 com- 
ponent has a somewhat unusual distribution in the outer 
region. A two-sample Kolmogorov-Smirnov test rejects the 

3.5 Mq group as deriving from the same distribution as the 2.8, 
2.4, and 1.9 M© groups at the 90%, 98%, and 99% confidence 
levels, respectively. Similarly, the 2.8 M© group is different 
from the 1.9 M© group at the 99% confidence level, and the 2.4 
M© group is% different from the 1.9 M© group at the 85% 
confidence level. The 2.8 M© group is not distinguishable from 
the 2.4 Mq group at a statistically significant level. Such differ- 
ences in the central concentration with mass are expected from 
general energy-equipartition arguments. However, more 
detailed information about the cluster dynamics can be 
obtained by fitting theoretical models to the surface-density 
profiles. 

b) Preliminary Dynamical Model 
As discussed in the Introduction, the dynamics of open clus- 

ters is a difficult theoretical problem, and as yet no complete 
solution exists. Therefore, as a preliminary step in understand- 
ing the Mil surface-density profiles, multi-mass isotropic King 
models were fitted to the data. (See King 1966, Da Costa and 
Freeman 1976, and Gunn and Griffin 1979 for a discussion and 
detailed study of these models.) For each stellar species of mass 
mh these models assume a lowered Maxwellian for the distribu- 
tion function of position and velocity : 

fir, v) = k exp [2,',2 F(0)] [exp ( - 2j,2E) - 1] , (1) 
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Fig. 9.—Cumulative radial distributions of the upper four luminosity groups in Fig. 8 

where V{r) is the potential, and E = $)v2 + V(r). The factoris 
the modulus of precision for stellar component i. These models 
have finite radii, usually identified in the case of star clusters 
with the tidal limit imposed by the gravitational field of the 
Galaxy (King 1966). 

When in the following analyses we assume equipartition of 
energy between species, it is in the sense that 

m¡/ji2 = mk/jk
2 . (2) 

Note that the models assume that the modulus of precision j is 
not a function of radius. Since relaxation occurs more rapidly 
in the central regions (Spitzer and Hart 19716), this is a simpli- 
fied description of the actual conditions in the cluster. 

The equipartition models fitted to the data have seven free 
parameters: the depth of the central potential (characterized by 
the quantity W0 [see Gunn and Griffin 1979; however, the 
value quoted here for a given model is referenced to the com- 
ponent comprised of the most massive stars]), the tidal radius 
RTi the relative central densities of each of the five mass groups 
and the total central density. The stellar mass of each group is 
determined independently from the stellar luminosity, as given 
above.3 When non-equipartition models are considered, the 
velocity dispersions allowed to vary become additional free 
parameters. 

The best-fit model was found with a seven-dimensional grid 
search for the minimum x2- Tests of the model behavior show 
that for given values of W0 and RT, variations in the relative 
values of the central densities within a range several times 
larger than the errors in the data do not markedly affect the 

shape of the model surface-density profiles. Thus in the follow- 
ing analyses we discuss the variation in x2 only for the two- 
dimensional W0-Rt space, taking for each value of W0 and RT 

the best fit values of the central densities. 
c) Mass Segregation and Energy Equipartition 

That mass segregation exists in open clusters has been recog- 
nized for some time. To what extent this reflects the presence of 
complete energy equipartition among the different-mass stars 
is not as clear. The direct measurement of differential effects in 
the velocity dispersions as a function of mass is extremely diffi- 
cult because of the low absolute values of the dispersions in 
open clusters. Considering Mil in particular, McNamara and 
Sanders (1977) attempted to measure the velocity dispersion as 
a function of mass, using their very high quality (group 3) 

3 Adopting for the stellar mass of each component the median mass of 
single stars in the particular luminosity range is a simplification. No correction 
is made for (1) the presence of a range of stellar masses within each luminosity 
interval and (2) the presence of binaries. The latter is important because 
observed “ single stars ” of given luminosity may actually represent a range in 
total stellar mass; furthermore, the average mass at a given luminosity will be 
larger than that of a single star of that luminosity. However, we note that only 
the relative stellar masses of the components are important in determining the 
model profiles. Thus our simplification is reasonable if the proportional 
increase in the average mass of an observed star at a given luminosity over a 
single star at that luminosity is relatively independent of stellar mass. As 
already noted in § V, studies of both the field and the Hyades suggest that the 
nature of the binary population is in fact not strongly dependent on mass; thus 
the assumptions made here are reasonable. In the following, for simplicity, we 
will refer to each stellar component by the median mass of a single star in the 
respective luminosity range; in fact, the average mass of the stars in each 
luminosity range will be somewhat higher. 
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TABLE 5 
X2 for Equipartition Isotropic King Models 

Tidal Radius (pc) 

W0 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

7   112 74 78 102 
8   88 60 59 74 98 
9   87 60 49 52 63 81 

10   101 75 57 49 48 53 62 
11   78 70 61 55 53 55 59 67 77 
12   83 78 73 69 67 66 67 71 

proper-motion data. They find little dependence of the velocity 
dispersion on mass and suggest that energy equipartition is not 
present in the cluster. Thus, as our initial dynamical model, we 
assume the case where the velocity dispersions of all the stars 
are the same. In most dynamical models, and King models in 
particular, the consequence of uniform velocity dispersion 
across mass is identical radial surface-density profiles for each 
mass group. This clearly is not the case in Mil. For all 
values of W0, such models are rejected at confidence levels of 

TABLE 6 
Specifications and Details of Best Fit King Models 

Model 

Parameter 

% 
Rt 

R/ 
Mrp 

Po,i 

MtotaU
d 

10 
15 pc 

1.00 
0.80 
0.69 
0.54 
0.29 

165 M© pc- 

90 
92 
69 
61 

492 Mq 
529 
837 

1077 
2272 

1.0 pc 
1.4 
1.7 
2.0 
2.6 
1.2 pc 
2.1 
3.2 
4.9 

15.0 

14 pc 

1.00 
0.80 
0.69 
0.69 
0.69 

105 Mq 
64 
72 
88 

133 
471 Mq 
508 
792 
981 

1477 
1.1 pc 
1.5 
1.7 
1.7 
1.7 
1.0 pc 
1.8 
2.6 
4.2 

14.0 

pc 

8 
25 pc 

2.81 
1.00 
0.80 
0.69 
0.54 
0.29 

109 Mt 
70 
79 
67 
61 

456 Mq 
505 
796 

1041 
2204 

1.0 pc 
1.4 
1.5 
1.9 
2.7 
1.3 pc 
2.1 
3.3 
5.9 

26.0 

pc 

a Anisotropy radius, measured in units of one core radius (0.7 pc). 
b Relaxation mass, i.e., the mass (normalized to the largest stellar mass) of 

stars which in equipartition would have the velocity distribution of com- 
ponent i. The subscript i here and in the remaining table refers to the stellar 
components as described in the text, going from most to least massive (i.e., 3.5 
Mq, 2.8 Mq, 2.4 Mq, 1.9 Mq, and 1.0 M0). 

c Central volume density; 50% correction for mass in binary secondaries 
has been included for each component. 

d Total mass ; 50% correction for binary mass has been included. 
e Projected half-mass radius for each component. 
f Radii dividing total mass into quintiles. 

99% or higher. The rejection is largely due to a very poor fit of 
the 3.5 Mq component. However, even excluding this com- 
ponent, it is not possible to find a model which fits all of the 
lower mass components well. These components alone reject 
all models at the 90% confidence level or better. 

Given that models with no energy equipartition do not fit 
the data well, we next consider the case of complete energy 
equipartition. Fitting isotropic equipartition King models to 
the data, we obtain the array of x2 values given in Table 5. 
Clearly, these models can fit the data very well. The best fit 
model, hereafter referred to as model A, has IF0 = 10 and 
Rr = 15 pc. With 48 degrees of freedom in the fit, model A has 
a reduced x2 of 1.0. The radial surface-density profiles of model 
A are given in Figure 8, and specifications and details of the 
model are given in Table 6. The core radius of the model is 0.72 
pc. (Here core radius is defined by the analog of eq. [15] in 
King 1966 for multi-mass models; see, for example, Gunn and 
Griffin 1979.) 

Both the tidal radius and the central potential are well con- 
strained by the data. Models with x2 greater than 62 can be 
rejected at the 95% confidence level (Lampton, Margon, and 
Bowyer 1976). Thus the 95% confidence interval of the tidal- 
radius estimate ranges from 10 pc to 20 pc. Similarly, W0 is 
constrained to values between 8 and 11. The upper constraint 
on W0 is due primarily to the degree of mass segregation rather 
than to any curvature in the halo of the cluster (as is the case in 
globular clusters, for example). The 95% confidence interval on 
the core radius ranges from 0.57 pc to 0.88 pc. 

Thus an isotropic model in complete equipartition is quite 
consistent with the data. An alternative possibility is that 
energy equipartition has not carried through entirely to com- 
pletion. In Monte Carlo simulations with mass distributions 
somewhat more dominated by massive stars than in Mil, 
Spitzer and Shull (1975) find that the exact mass of the lighter 
stars does not much affect the degree of spatial segregation of 
these lighter stars relative to the massive stars. In order to 
determine to what extent this might be the case in Mil, non- 
equipartition models were fitted to the data. The data are 
entirely insufficient to constrain a model with five velocity dis- 
persions as free parameters, so only certain interesting cases 
were studied. First, the velocity dispersions of the four lower 
mass components were forced to be identical, with the given 
velocity dispersion ranging from that of 1 M0 to 2.8 M0 stars 
in equipartition. These models were rejectable at the 98% con- 
fidence level or better for all values of W0, RT, and the low- 
mass velocity dispersion. The rejection is entirely due to poor 
fits among the lower mass components. Any one central con- 
centration cannot fit all of them well. For any given W0, the 
best fit values of RT are compromises between the best fits for 
the 2.8 and 2.4 M0 groups and the 1.9 and 1.0 M0 groups. 
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TABLE 7 

%2 for Non-Equipartition Isotropic King Models 

Tidal Radius (pc) 

W0 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 

6   87 85 103 
7   80 69 72 84 
8   96 75 65 61 65 72 84 
9   93 81 73 68 65 65 67 71 76 82 

10 .. 85 82 80 78 78 

Next, models with the velocity dispersions of only the lower 
three mass components held identical were fitted, taking veloc- 
ity dispersions of 1.0, 1.7, and 2.4 M© stars in equipartition. 
The quality of the fits improved, the best fit model being reject- 
able at only the 90% confidence level. The best fit model 
(model B in Table 6) had W0 = 8, RT = 14 pc, and the three 
lower components at the velocity dispersion of the 2.4 M© 
component in equipartition. The distribution of x2 for models 
with the lower components having this velocity dispersion is 
given in Table 7. The 95% confidence level includes values of 
W0 from 7 to 10 and tidal radii from 11 to 21 pc. If the lower 
mass components are held at the velocity dispersion of 1.7 M© 
stars in equipartition, equally good fits are obtained. Accept- 
able models lie within a range of W0 between 8 and 11 and tidal 
radii from 10 to 18 pc. When the velocity dispersion of the 
lower component was set to that of 1.0 M© stars in equi- 
partition, no acceptable fits were obtained. 

The dependence of these conclusions on the presence of 
unseen mass in the cluster was checked. Complete equi- 
partition models were fitted with a sixth component of stellar 
mass 0.4 M© and total mass of 40% that of the cluster (roughly 
that expected if the mass function is similar to the field initial 
mass function). The effect on the model fits was small, the best 
fit models having slightly larger tidal radii. Similarly, models 
were fitted with a sixth component of stellar mass 1.5 M© and 
total mass of 15% that of the cluster (simulating a population 
of neutron star remnants derived from the initial mass function 
above 4 M©). The effect of this component on the resulting best 
fit parameters was insignificant. 

In conclusion, then, the evidence strongly suggests that the 
massive stars have transferred energy to the lighter stars via 
two-body encounters. The data are fitted very well by models 
where all stars are in complete energy equipartition. However, 
models in which the lower mass stars all have the same velocity 
dispersion can only be rejected at the 90% confidence level. 
Nonetheless, the excellent fit of the complete energy equi- 
partition model argues for this being nearer the actual state of 
the cluster members with masses greater than approximately 
1M©. 

An approximate relaxation time for the inner half of the 
cluster can be obtained using equation (5) of Spitzer and Hart 
(1971a). If we adopt a cluster mass of 5200 M©, a half-mass 
radius of 2.5 pc (model A), and the number of cluster stars as 
2000, we find a relaxation time of 4 x 107 yr. This is only a 
lower limit because of the presence of unseen mass in the 
cluster. As an upper limit we assume that the mass function is 
similar to the field initial mass function and adopt a cluster 
mass of 9000 M©, a half-mass radius of 2.9 pc (from model fits 
with a sixth component of 0.4 M©), and a cluster population of 
10,000 stars. This gives a relaxation time of 1.3 x 108 yr. These 
numbers provide a reasonable range of estimates on the cluster 

relaxation time scale. However, they are only global estimates; 
local relaxation times vary greatly with radius in the cluster. 
Furthermore, stars with masses greater than the average stellar 
mass in the cluster have equipartition times shorter than these 
relaxation times. 

Even with this approximate treatment, it is clear that the 
relaxation time scale of M11 is less than the cluster age. Thus 
the presence of mass segregation in the cluster is not surprising. 
We also note that if we adopt a cluster velocity dispersion of 
roughly 2.5 km s_1 (McNamara and Sanders 1977; Mathieu 
1983; Mathieu and Latham 1984), the crossing time of the 
system (i.e., the time to cross the half-mass radius) is on the 
order of 1 x 106 yr. Thus the average relaxation time in Ml 1 is 
on the order of 50-100 times longer than the average crossing 
time. 

Finally, we return briefly to the question of the dependence 
of velocity dispersion on stellar mass. This issue is discussed 
elsewhere in more detail (Mathieu 1983). Here we only note 
that in the presence of a tidal field, the dependence of velocity 
dispersion on mass is markedly reduced. Put very simply, this 
is because the tidal field truncates the velocity distribution of 
the low-mass stars more severely than the velocity distribution 
of the high-mass stars. In model A, for example, the global 
velocity dispersion of the 3.5 M© component is only 7% less 
than that of the 1.0 M© component. Thus the lack of any 
dependence of the global velocity dispersion on stellar mass 
observed by McNamara and Sanders (1977) may not be incon- 
sistent with the presence of energy equipartition in M11. 

d) Tidal Radius and Anisotropy 
King models have a finite limiting radius, usually identified 

with the tidal limit imposed on a cluster by the galactic field. In 
the case of the best fit equipartition model, model A, this limit- 
ing radius is 15 pc. If we assume that the dominant tidal force is 
due to the Galaxy, then a theoretical tidal limit can be com- 
puted by adopting the formula of King (1962; see also Bok 
1934) to obtain 

Rt = (GMc1uJ4cdA)^ . 

Adopting for the cluster mass 5200 M© (in fact, a lower limit), 
for the angular velocity of galactic rotation, m, 30 km s_1 

kpc" ^ and for the Oort constant, A, 12 km s"1 kpc“1 (both of 
these for the galactic radius of Ml 1, obtained from a smoothed 
galactic rotation curve [M. Fich, private communication; see 
also Burton 1976]), one finds RT — 25 pc for Mil. The differ- 
ence between this theoretical value and the model values is 
statistically significant. The largest tidal radii within the 95% 
confidence level are 20 pc and 21 pc, for the equipartition and 
non-equipartition models, respectively. Also, the theoretical 
tidal radius is insensitive to the input values, and, in any case, 
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TABLE 8 
X2 Values for Best Fit 
Anisotropic King Models 

(Rt = 25 pc) 

W0 R/ x> 

2  0.34 62 
4  0.79 55 
6  1.49 50 
8  2.81 47 

10  6.15 47 
12  25 64 

a Ra is measured in units 
of one core radius (0.7 pc). 

the largest error in the theoretical value is probably the low 
mass estimate for the cluster. 

The discrepancy can be resolved by removing the restriction 
to isotropic velocity dispersion models. As pointed out by 
Michie (1963), the effect of adding anistropy to a given iso- 
tropic model is to increase the central concentration. As it is 
the core radius which is constrained by the Mil data, this is 
equivalent to an increased model tidal radius. 

In order to include the effect of anisotropy in the models, the 
lowered Maxwellian (eq. [1]) is multiplied by the factor exp 
( — ßJ2/RA

2\ where J is the specific angular momentum, and 
Ra is a characteristic radius beyond which the effects of aniso- 
tropy become important (Michie 1963). (Note that RA is 
assumed independent of mass.) For models with values of RA 
on the order of a core radius or greater, the differences in the 
model density distributions from the isotropic case are small 
out to the radial limits of the Mil data. Thus, the data are 
unable to actually determine the value of RA. However, forcing 
the models to have tidal radii equal to the theoretical tidal limit 
is a severe constraint on RA for any given W0. Table 8 gives the 
values of x2 in W0-RA space for a fixed tidal radius of 25 pc. (In 
Table 8 and the following, RA is given in units of core radii, 
roughly 0.7 pc.) As x2 is very sensitive to the choice of RA (for 
given W0 and RT\ only the best fit values are presented. As 
expected, the best fit anisotropic models, with RA on the order 
of several core radii, fit as well as the isotropic models, since in 
the region of the data the two are essentially identical. In 
Figure 8, the IF0 = 8 and RA = 2.81 model (model C; specifi- 
cations are given in Table 6) is shown as an example. 

The constraint on the value of RA is not particularly good. 
Because a smaller anisotropy radius somewhat compensates 
for a more severe tidal cutoff (W0 smaller), excellent fit models 
can be obtained for lower values of W0 than in the isotropic 
case. It is not until the best fit anisotropy radius moves within a 
core radius, well within the radial extent of the data, that the 
data can begin to reject models. Thus the most that can be 
ascertained from the radial-density profiles is that anisotropy 
does not seem to be significant much inside of a core radius. 
Whether anisotropy actually extends that far inward in the 
cluster is not clear. 

That anisotropy would be present in the cluster is not unex- 
pected theoretically. Af-body and Monte Carlo simulations for 
isolated clusters have shown that the ejection of stars from 
cluster cores due to two-body and binary encounters creates a 
cluster halo of stars on predominantly radial orbits. For non- 
isolated clusters, this anisotropy can be reduced by tidal effects 
from both passing ISM clouds and the galactic field, as tidal 
encounters do not conserve angular momentum within the 

cluster (Prata 1971). The magnitude of these effects is not clear, 
however. On the observational side, McNamara and Sanders 
(1977) find in Mil that the radial velocity dispersion exceeds 
the tangential dispersion by a factor of 1.8 for stars between 1.5 
and 3 pc (beyond which the high-precision data are exhausted). 
They point out, however, that the confidence level of this 
observation is low. With higher precision, both Jones (1970) 
and van Leeuwen (1980) find significant anisotropy in the 
Pleiades to within 1 pc of the center; similar results were found 
by Jones (1971) in Praesepe. 

In conclusion, the presence of anisotropy is consistent with 
the data and necessary if the King model radial limit is to be 
identified with the theoretical tidal radius. It is important to 
realize, though, that these conclusions regarding anisotropy in 
Mil are strongly model dependent. There is little suggestion of 
a precise finite radial limit in the data; any limit is defined by 
the fitted King models. As will be discussed in § VI/, there is 
some uncertainty theoretically concerning the velocity dis- 
tribution of the high-energy stars; it is this distribution which 
determines the structure and radial limit of the halo. Nonethe- 
less, King models do fit very well the radial surface-density 
profiles of globular clusters, where the halo surface-density dis- 
tributions are well defined. On the other side, the theoretical 
tidal radius considers only the galactic tidal field as determined 
from a smoothed rotation curve, whereas local effects (e.g., 
local giant molecular clouds) may play equally important roles 
in altering the halo structure of the cluster. Thus the presence 
of anisotropy is only one of several possible explanations for 
the difference between the theoretical tidal radius and the 
model-determined radial limit. 

As a final point, we note that it has been found in both 
analytic and numerical studies that the galactic tidal field can 
produce significant flattening in a cluster halo along the direc- 
tion normal to the galactic plane. The presence of massive 
interstellar clouds, however, may act to reduce this effect by 
not allowing the cluster to completely fill the permitted volume 
within the tidal radius. We have examined the Mil proper- 
motion data for axial symmetry by dividing the data into 
quadrants, the boundaries first aligned north/south and then 
rotated 45°. In both orientations no statistically significant 
deviations from axial symmetry were found. Opposing quad- 
rants were also combined, thus comparing the radial distribu- 
tions along normal axes with improved statistics; again no 
significant variations were found. The relevance of these nega- 
tive results may not be great, however, as the data do not 
extend very far into the cluster halo where the tidal flattening 
should be most evident. 

e) The Radial Distribution of Red Giants 
Solomon and McNamara (1980) noted an excess of red 

giants relative to massive main-sequence stars in the outer 
regions of Mil. In Figure 10, we show the cumulative radial 
distributions of the upper main-sequence stars (V <11.5; 4 
M0) and the red giants. The two are notably different. 
However, a two-sample Kolmogorov-Smirnov test shows that 
the two stellar groups can be rejected as deriving from the same 
distribution at only the 90% confidence level. Thus the sta- 
tistical significance of the difference in the distributions is only 
marginal. Both the giant and the main-sequence turnoff dis- 
tributions deviate from the theoretical distribution for 4 M0 
stars; however, neither observed distribution can be rejected as 
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RADIUS (ARCMIN) 
Fig. 10.—Cumulative radial distributions of the most massive (4 M0) main-sequence stars and red giants. Solid line is the integrated radial distribution of 2.8 

Me main-sequence stars. 

deriving from the theoretical distribution at better than the 
85% confidence level. (The theoretical distribution is derived 
by adding a trace mass of 4 M0 stars to model A.) Nonetheless, 
the red-giant distribution is quite similar to the distribution of 
the 2.8 M0 stars, also shown in Figure 10. 

A careful check has been made to determine whether the 
differing distributions are a result of the membership selection 
procedure. Considering first stars determined to be cluster 
members, radial velocities have been obtained for 30 of the 32 
giants (Mathieu 1983; Mathieu and Latham 1985). All but two 
are certain members. The remaining two are spectroscopic bin- 
aries with unknown y velocities; as they are both located in the 
cluster core, they are probable cluster members. As for the 
proper-motion nonmembers, each field star with V < 12.5 was 
examined for possible proper-motion errors due to crowding. 
Several were badly crowded, but only one such star, star 979, 
was either a giant or an upper main-sequence star. (This star 
also had abnormally large measurement errors ; see discussion 
in § IV.) Star 979 is in fact two stars, an upper main-sequence 
star and a red giant. Given the location of these stars in the 
cluster core, they are both probable members and were 
included in Figure 10. The remaining field stars are isolated 
and have large proper motions with very high precision. 
Finally, several stars with F < 12 were missed in the proper- 
motion study (see § IV and Fig. 4). None of these were giants, 
but two have V < 11.5. Photometry from Johnson, Sandage, 
and Wahlquist (1956) show one of these to be on the upper 
main sequence ; the second is also blue, but no precise color is 
available. As both stars are again in the core, they have been 
included among the upper main-sequence stars in Figure 10. 

A marked difference in the radial distribution of the red 
giants and of the massive main-sequence stars would be some- 
what surprising, since presumably the giants have just recently 
evolved from stars at the upper mass end of the main sequence. 
If their mass remains unchanged during their evolution, they 
should maintain the same radial distribution regardless of their 
evolutionary state. An immediate conjecture would be that the 
giants may have lost mass during their evolution. The mass of 
the progenitors* being 4 M0, the red-giant lifetime is on the 
order of several times 107 yr (Iben 1967). This is comparable to 
the two-body relaxation timescale, so it is conceivable that if 
the mass were lost quickly, the radial spatial spread would 
increase accordingly. The rate of mass loss would have to be on 
the order of 10-8 to 10~7 M0 yr-1 in order to remove suffi- 
ciently quickly the 0.5-1.0 M0 indicated by the radial distribu- 
tion of the giants. The present picture regarding the mass loss 
rates of giants like those in Mil (G5-K5, Mv < —0.5) is very 
uncertain. Riemers (1975) quotes rates on the order of 10“10 

M0 yr ~ ^ Drake and Linsky (1983) find from VLA continuum 
observations a mass loss rate for ß Gem (K0 III) and Arcturus 
(K2 IIIp, Population II) on the order of 1 x 10“10 M0 yr“1. 
They also find similar upper limits on the mass loss rates for 
several other G and K giants. Finally, giants of this type gener- 
ally show no circumstellar features or line asymmetries in Ca n, 
features which are usually associated with high mass loss rates 
(Riemers 1977; Stencel 1978; but see Bahúnas, Hartmann, and 
Dupree 1983, who detect Ca n asymmetries in the four Hyades 
K0 giants). However, asymmetries do appear in Mg n for the 
cooler giants (Mullan and Stencel 1982), which indicates the 
mass loss is present at lower rates. The indication then is that 
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the mass loss rates are not generally sufficient to explain any 
radial extension of the giants. It remains possible that the mass 
loss rates of these giants vary during their evolution and were 
markedly higher at an earlier stage. The detailed picture 
regarding giant mass loss is simply too uncertain at present to 
draw definitive conclusions. 

Solomon and McNamara (1980) suggested that the extended 
giant distribution indicated that the star formation in Mil was 
neither co-spatial nor coeval. They suggest that moderate-to- 
low-mass stars formed initially in the outer regions. On the 
order of 107 yr later, further star formation occurred, produc- 
ing the presently observed giant stars in the core. This picture 
has dynamical difficulties in that the cluster has existed for on 
the order of two to six relaxation times; thus it would be 
expected that dynamical evolution would strongly modify the 
formation state of the cluster. This is particularly true for the 
massive stars, which relax more rapidly. On the other hand, 
relaxation times increase markedly with radius, so that the rate 
of approach to equilibrium can vary with stellar energy. The 
general question of how long the formation characteristics of a 
cluster will survive is as yet unanswered and worthy of atten- 
tion. 

The statistical significance of the distinction between the 
giants and the turnoff stars being marginal, however, the dis- 
tribution may simply be a statistical anomaly. Tinsley and 
King (1976) note a similar situation in M67, where the giants at 
the upper end of the giant branch have a more extended radial 
distribution than the giants lower on the branch. However, in 
this case the giant distribution is also markedly more extended 
than the low-mass main-sequence stars and does not appear to 
be relaxed. That the situations are related is thus not clear. 
Unable to find a satisfactory explanation, Tinsley and King 
concluded that despite significant confidence levels, the 
extended red-giant distribution in M67 is purely statistical. 
However, McClure and Twarog (1977) find a similar situation 
in NGC 188. Finally, Harwarden (1975) compared the red 
giant and main-sequence distributions in five old open clusters. 
He found that the most luminous red giants always had more 
extended distributions, although in only one cluster was the 
distinction statistically significant. In all of these cases, 
however, the clusters are very old, as compared to the interme- 
diate age of Mil. 

/) General Comments on Dynamics of Open Star Clusters 
As always, statistical methods test only the consistency of a 

model with the data, not the validity of the model as a descrip- 
tion of the true situation. That King models fit the stellar 
distribution of Mil does not necessarily imply that the veloc- 
ity distribution of the cluster is in fact a lowered Maxwellian. 
The lowered Maxwellian is an excellent approximate solution 
to the Fokker-Planck equation in the square-well potential 
approximation. However, for isolated systems Davoust (1978) 
and Cohn (1979) find that the velocity distribution satisfying 
the Fokker-Planck equation decreases to zero more rapidly at 
smaller energies than the linear decrease of a lowered Maxwel- 
lian. Davoust, searching for analytic fitting functions for 
assorted numerical simulations, suggests a quadratic energy 
cutoff in the velocity distribution, while Cohn finds an energy 
cutoff lying between a linear and quadratic cutoff to be the best 
fit to numerical solutions of the Fokker-Planck equation. This 
decrease in the tail of the velocity distribution below a 
Maxwell-Boltzmann is due to incomplete relaxation. To what 
extent these high-energy stars survive in the presence of a tidal 

field is unclear. It is quite possible that in low central- 
concentration systems such as open clusters, where the tidal 
field strongly truncates the velocity distribution, the lowered 
Maxwellian becomes a good model for the velocity distribu- 
tion. 

Optimally, one would of course like to determine the nature 
of the velocity distribution in open clusters directly from obser- 
vation. However, because of the low numbers of stars in the 
halo (and the limited extent of most proper-motion studies), 
this is a difficult task. The Mil data, for instance, are unable to 
distinguish between reasonable velocity distributions; models 
built from velocity distributions with quadratic energy cutoffs 
fit the data as well as the King models discussed above. Thus at 
present the strongest argument for the use of the lowered Max- 
wellian in open clusters is by analogy to globular clusters, 
where King models fit the observed surface-density distribu- 
tions better than models derived from velocity distributions 
with quadratic energy cutoffs. 

Two more fundamental difficulties in the application of King 
models to open clusters may exist. First, the Fokker-Planck 
equation itself is not valid for systems of few members because 
it does not consider finite velocity changes due to close encoun- 
ters, which become significant for low-AT systems. Second, in 
order to find the density distribution consistent with a given 
lowered Maxwellian velocity distribution, King (1966) assumes 
that in solving the Liouville-Boltzmann equation, the Bolt- 
zmann term (df/dt)encounter can be set equal to 0, leaving only 
the Liouville equation to be solved. This assumption is valid 
for large-Af systems, where the relaxation time is much longer 
than the crossing time, and thus energy and angular momen- 
tum are conserved along an orbit. However, for systems of 
small number the relaxation time and crossing times are 
similar; for these systems the full Liouville-Boltzmann equa- 
tion must be solved self-consistently. 

The first difficulty, that of discrete energy changes in two- 
body encounters, has been handled via the Kolmogorov-Feller 
equation by Retterer (1979). Solving this equation numerically, 
Retterer finds that the velocity distribution does not differ 
greatly from the lowered Maxwellian, except near the escape 
velocity, where the distribution is somewhat more populated 
than in the lowered Maxwellian distribution. As for the second 
difficulty, arguments can be made that deviations from solu- 
tions of the Liouville equation alone (e.g., King models) will 
not appear until the number of stars is very small. (See, for 
example, Spitzer and Hart 1971a, who find that for a system of 
as few as 100 stars the average relaxation time still exceeds the 
average crossing time by a factor 2.5.) That Mil, a system of 
several thousand stars, is well fitted by King models may also 
be evidence to this effect. However, the magnitude of the devi- 
ation between the density distributions of low-N and high-iV 
systems may be too small to actually distinguish the proper 
solution from King models with the inherently sparse data in 
galactic clusters. 

In conclusion, the fact that multi-mass King models provide 
excellent fits to the Mil data is operationally of value for 
future research and an indication that in a general sense rich 
open clusters are not dynamically very different from systems 
with much larger numbers of stars. Furthermore, our results 
indicate that the variation in central concentration with stellar 
mass observed in open clusters is fully consistent with a 
dynamical system in or approaching energy equipartition, as 
would be expected of a system which has existed several relax- 
ation times. This result is unlikely to be strongly model- 
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dependent. The details of the dynamics in open clusters, 
however, remain an open question, particularly with regard to 
the effect of differing relaxation times with radial distance in 
the cluster and the effect of commensurate crossing and relax- 
ation times on the cluster velocity distribution and structure. 
These questions await both a better theoretical understanding 
and improved studies of the structure of open cluster halos. 

VII. CONCLUSIONS 
The conclusions to be drawn from this work fall into two 

categories: general procedures for determining open-cluster 
membership, and the structure and dynamics of one particular 
open cluster Mil. With regard to procedures, the key point is 
that while comprehensive proper-motion studies are essential 
for the determination of cluster membership, they are not suffi- 
cient to obtain a relatively complete and pure sample of cluster 
members—particularly when the measurements are of average 
precision and/or the cluster is superposed on a rich field. In this 
paper, we have used location in the color-magnitude diagram 
as a second independent membership criterion. A significant 
number of field stars were found in “ cluster ” samples defined 
solely by a proper-motion membership lower limit. This con- 
tamination increases with distance from the cluster center, 
fainter magnitude, and poorer proper-motion precision. For 
proper-motion data that are not of uniformly high quality, 
only stars of very low membership probability (e.g., less than 
10%) should be excluded on the basis of proper-motion infor- 
mation alone. The remaining stars are then edited of field 
members through the use of color-magnitude information to 
produce a relatively complete and pure sample of cluster 
members. 

On the dynamical side, the essential result is that the radial 
surface-density profiles of M11 are well fitted by multi-mass 

King models with energy equipartition and anisotropy in the 
outer regions (the latter necessary only if we demand that the 
King model tidal radius agree with the theoretical tidal radius). 
The cluster structure is thus consistent with the dynamical 
theory developed for systems of large number. Complete 
energy equipartition models best fit the data. Models in which 
equipartition is not yet complete among the lowest mass stars 
are only rejectable at the 90% confidence level. The data reject 
models in which anisotropy in the velocity distribution extends 
much within a core radius of the cluster center; however, the 
surface-density profiles cannot precisely determine the degree 
of anisotropy in the cluster. 

Finally, the red giants of Mil have an extended radial dis- 
tribution relative to the main-sequence turnoff stars. The giant 
distribution is more in accord with that of 2.8 M0 stars rather 
than the distribution of the main-sequence turnoff (4 M0) stars. 
The statistical significance of the distinction between the main- 
sequence turnoff stars and the red giants is marginal, however. 
If the distinction is real, it is not easily explained by either 
red-giant mass loss or spatial variations in the formation times 
of the cluster stars. 
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