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ABSTRACT 

A numerical hydrodynamic scheme, applicable to gas flow in binary stars, is presented which 
incorporates the effects of pressure and gravitational forces, radiative cooling, and shock forma- 
tion. The method is used to study gas flow originating from Roche lobe overflow through the inner 
Lagrangian point, L±, in a binary star modeled to resemble the dwarf nova Z Cam. Three mass 
transfer rates, 3 x (10-9, 10-8, 10-7) Af© year-1, are followed for a total time of 1.50 binary 
orbital periods. The calculations indicate that rapid energy dissipation, via radiative cooling in 
a shock front formed between the stream from ^ and the returning gas which has circuited the 
star, quickly transforms the flow into a stream-ring configuration. An optically thick, confined 
shock forms at the intersection of the stream and ring. At a transfer rate of 3 x 10“9 MQ year-1 

the shock’s location, temperature (23,000 K at maximum), and energy release (8 x 1032 ergs s“1) 
are in substantial agreement with observations of Z Cam, and confirm the major elements of the 
“hot spot” model proposed to account for observations of cataclysmic variable stars. 
Subject headings: binaries — dwarf novae — hydrodynamics — mass loss 

I. INTRODUCTION 

Observations reveal features interpretable as arising 
in gas streams in many types of close double stars 
(Batten 1970). While theoretical studies provide a 
basic framework which explains the existence of 
streams in terms of mass transfer driven by evolution- 
ary expansion, details of the actual mass transfer are 
not considered in such studies (see the review articles 
by Plavec 1968 and Paczynski 1971). Until recently 
studies of streams were based on particle trajectories 
in the restricted three body approximation. The results 
of Kuiper (1941), Kopal (1956), Gould (1957, 1959), 
and Kruszewski (1964), among others, indicated some 
basic properties such as velocities and directions of 
flow which might be expected in gas streams. However, 
the problem is necessarily hydrodynamic in character 
because of the short mean free paths expected and 
because the trajectories collide with one another and 
the stellar surfaces. As a first attempt to introduce 
hydrodynamic considerations, Prendergast (1960) 
developed a solution for streamlines in the orbital 
plane of a generalized binary, subject to several con- 
straining assumptions. In particular, velocity com- 
ponents at right angles to Roche equipotential surfaces 
were assumed small, and pressure terms were neglected. 
Furthermore, no specific boundary conditions were 
imposed, so the results were again only indicative of 
likely flow directions and magnitudes in various 
regions. Bierman (1971), using the method of charac- 
teristics, produced flow patterns in the orbital plane 
for supersonic mass loss from the surface of a binary 
component filling its Roche lobe. The gas was assumed 
to maintain constant thickness out of the plane. 

* Lick Observatory Bulletin, No. 698. 

Although, as expected, shock formation occurred near 
the mass-receiving star (invalidating the use of char- 
acteristics), his results suggested ring formation around 
that star. However, it is unlikely that such supersonic 
mass transfer is normal or that it could be confined 
to the orbital plane. In neither Prendergast’s nor 
Bierman’s investigations could the effect of a stellar 
atmosphere be included. Recently, Prendergast and 
Taam (1974) presented a method for calculating hydro- 
dynamic flow allowing for shocks, pressure terms, 
radiative cooling, and approximately incorporating the 
presence of a stellar atmosphere. Their scheme was 
applied to study gas flow in a system of 4 MG, 295 
period, and 2:1 mass ratio modeled to resemble U Cep. 
They considered mass transfer through the inner 
Lagrangian point, for a variety of rotation rates for 
the component transferring mass. After following the 
flow for roughly one orbital period, they found that 
the bulk of the transferred gas was absorbed imme- 
diately by the companion, a small fraction of the gas 
managed to circuit around the star and was swept 
back into the main stream from and a smaller 
fraction of the gas escaped the stellar Roche lobes 
entirely. Although direct observational comparisons 
could not be simply facilitated, some correspondences 
were found. Additional details of their numerical 
method can be found in Sanders and Prendergast 
(1974). 

This paper presents an independently developed, 
general method for simulating gas flow in binary stars 
and applies the method to examine mass transfer in a 
system resembling the short-period cataclysmic variable 
(CV) stars : novae, recurrent novae, dwarf novae, and 
nova-like variables. In spite of an enormous range in 
eruptive activity, these stars are basically similarly 
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constituted binary stars (see the review article by 
Kraft 1963). The dominant observational properties 
of these stars at minimum light arise from gaseous 
features ; frequently no obviously stellar features are 
visible. While each of the well studied CV stars 
displays unique peculiarities, as a class their gaseous 
components seem very similar. The common binary 
model consists of a late type, red star filling its Roche 
lobe and transferring gas into a ring or disk surround- 
ing a hot, blue star, probably a white dwarf. Broad, 
occasionally double emission lines of H, He i, Can 
(and He n in old novae) which dominate the spectra 
arise in the disk, while variable photometric flickering 
is attributed to luminosity originating in the gaseous 
stream and disk. This model has been elaborated 
independently by Warner and Nather (1971) and 
Krzeminski and Smak (1971) who suggest that a 
significant fraction of the observed light originates in 
a shock front or “hot spot” where the disk and stream 
intersect. This feature accounts for many photometric 
peculiarities such as eclipses which lag spectroscopic 
conjunction and vary in phase, and a hump with 
increased flickering in the light curve preceding eclipse. 
Although observationally few in number and ap- 
parently faint at minimum light, CV stars are associated 
with several astrophysically interesting problems in 
which mass transfer plays an important role. Among 
these are problems relating to the outburst mechanism 
and the wide range of activity in such seemingly 
similar systems. The evolutionary status of these stars 
is unknown ; it is not even clear whether the progression 
in periods from 10 hours to 1 hour represents an 
evolutionary sequence. There is also a strong possi- 
bility that gravitational radiation, by removing orbital 
angular momentum, provides the stimulus for mass 
transfer and thereby controls the evolution of CV 
stars. The review article of Faulkner (1974) provides 
references and further details regarding theoretical 
aspects of CV stars, while the reviews by Kraft (1963) 
and Mumford (1967) summarize observations of CV 
stars. 

In outline this paper proceeds as follows. The 
differential equations governing gas flow in binary stars 
are formulated in the next section, and a method for 
their numerical solution is described in § III. Calcula- 
tions of mass transfer in a system parametrized to 
resemble the dwarf nova Z Cam, one of the most 
studied CV stars, are presented in § IV. In § V some 
of the hydrodynamic results are compared with 
particle trajectory models for the hot spot. Section VI 
summarizes results of both the hydrodynamic and 
particle trajectory models and discusses their implica- 
tions with regard to mass transfer in general and CV 
stars and the hot spot model in particular. Conclusions 
are presented in § VII. 

II. FORMULATION OF THE PROBLEM 

In these coordinates, with the z axis perpendicular to 
the orbital plane, the hydrodynamic equations in 
component form are 

dp 
dt 

-V-pv, (1) 

— V'VVz — 
djj_ _ \ dp 
dz p dz (2) 

dvr 

~dt 

dve 
dt 

- Y7 ^ -v-Vvr - 7p 
dr 

v-Vve 
dijj_ 
rdd 

(3) 

(4) 

dty + v2/2 + e) 
dt 

— v • V(i/f + v2/2 + e) — - V Pv + q. 
P 

(5) 
Each of the variables are functions of the coordinates 
r, 6, z, and time t: p,P,e are the gaseous density pres- 
sure and internal energy (per gram) ; vQ, vz are the 
scalar velocity components (terms arising from the 
operation of the gradient on the basis vectors are 
explicitly written in eqs. [2]-[4]) ; q is a radiative loss 
term ; and i/j is the Roche potential. The Roche potential 
is 

1^! + (1 - /x)/r2 + d2/2], (6) 

in which G is the gravitational constant, M and a are 
the total binary system mass and separation, pu is the 
mass fraction in star 1, r1 (r2) is the distance in units 
of a from star 1 (2), and d is the perpendicular distance, 
again in units of a, from the binary rotation axis. Use 
of the Roche potential assumes (1) the gravitational 
potential of each star can be approximated as though 
each star’s mass were concentrated at its center, and 
(2) the binary orbit is circular, approximations which 
are particularly valid in CV stars. The star receiving 
mass is taken as coordinate origin with 0 = 0 directed 
away from the star transferring mass. Throughout the 
paper the star receiving mass is referred to as the white 
dwarf or blue star and is designated by subscript 1 ; 
the mass fraction p, refers to the mass fraction of this 
star, i.e., Mx = pM. The red star (star 2) has mass 
fraction l — p. 

A numerical solution of these three-dimensional, 
time-dependent equations is not feasible without the 
introduction of simplifications. Perfect gas laws are 
used, and a constant ionization with a mean atomic 
weight of one-half is assumed. Therefore, the gas 
pressure and internal energy are 

P = 2PRT, (7) 

The basic form of the dominant gravitational 
potential suggests the utility of formulating the binary 
gas-flow problem in cylindrical coordinates in a frame 
of reference rotating at the binary orbital frequency a>. 

€ = (8) 

with R the gas constant. Also, a simple model for the 
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gas behavior out of the orbital plane is adopted which 
circumvents numerous difficulties and uncertainties. 
Effects of convection, exterior radiation fields, and 
variable energy release with z all enter into a discussion 
of the gaseous z distribution. However, for relatively 
small velocities out of the plane, motions in z should 
be damped quickly. As a simple approximation which 
at least allows a rough inclusion of the third spatial 
dimension, hydrostatic equilibrium and isothermality 
in z are assumed. It is also assumed that the flow 
thickness out of the plane is much smaller than the 
distance to either star; this assumption can be verified 
during the calculations. The potential may then be 
expanded with respect to z in Taylor series; one finds 

<A(r, e, z)*0(r, 0, 0) + A(r, 0) ■ (9) 

(10) 

Solution of equation (2) then yields the density distri- 
bution with z, 

p(r, 0, z) = p(r, 0, 0) exp [-(z/L)2], (11) 

with the disk semithickness L given by 

L = (4RT¡A)112 . (12) 

Equations (1-5), with 0 and p replaced by equations 
(9) and (11), can be integrated over z to find two dimen- 
sional equations for the flow variables vr, ve, the column 
density <t, and the specific energy e, now only functions 
of r, 0, and time. With the definitions 

T* = 2RT, 

/» 00 
o- = p(r, 9, z)dz, 

J — co 

e = i/j + v2!2 + 2T* , 

the flow equations become 

do xi - 
_= - V-at), 

(13) 

(14) 

(15) 

(16) 

(ty T* 8A 1 SaT* 
dt v Vr dr 2A dr a dr 

+ ve {2w + T2) 
(17) 

foe 
dt 

= —v-VvB 
d<l> T* dA 1 daT* 
rd6 2Ard9 a rdd 

— Vr ^2co + yj 

£|£ = _0.Ve -lv-oT*v + Q. 
ot o 

(18) 

(19) 

The radiative loss term, g, is evaluated for the case of 
optically thick blackbody radiation, with only losses 
through the disk surfaces considered; therefore, 

0 = 2<7sb7>, (20) 

where (jsb is the Stefan-Boltzmann constant (the factor 
of 2 allows for radiation from both disk surfaces). 
Although the actual optical depth through the disk of 
CV stars is unknown, it seems likely that the disks are 
optically thick. A rough estimate (based on Rosseland 
mean opacities) shows that to achieve an optical depth 
T 2 through the disk requires the following condi- 
tions : at 104 K, o- £: 0.2 (g cm-2) ; at high temperatures 
where electron scattering is important, o- £; 6; and 
below about 8 x 103 K large column densities are 
necessary, say o # 20. While at low temperatures the 
disk may not be optically thick unless dust is present, 
by that point thermal effects have little influence on 
the dynamic flow. For a typical CV star with a disk 
area of 1021 cm2 and a mass transfer rate conserva- 
tively estimated at 1016 g s_1 only a few days’ accumu- 
lation of gas results in an optically thick disk (if the 
gas is retained in the disk). For this cooling rate, 
equation (20), the cooling time is 

tc = 2.9a/(77104 K)3 seconds . (21) 

Note that if the total opacity were dominated by 
scattering, s, rather than true absorption, k (as can 
occur at very high or low temperatures), then the 
cooling rate would be reduced by a factor (kls)112. For 
this problem such conditions would be most important 
at high temperatures, where the net effect would be, 
roughly, to augment the equilibrium temperature by a 
factor (s/k)118, i.e. 33 percent for s/k = 10. 

In this study an initial mass transfer rate of 
3 x 10"8 M© year-1 (2 x lO^gs-1) is used to 
develop an optically thick disk rapidly. Optically thin 
cooling would alter few if any of the results described 
later since cooling rates are very rapid in this problem 
even for optically thin cooling. The case of optically 
thin cooling is discussed in the Appendix. 

The final two-dimensional equations derived here 
are similar to those obtained by Prendergast and Taam. 
However, they cooled the gas in an optically thin 
approximation, appropriate for their system. In either 
case cooling times often are far shorter than the 
dynamically determined time steps used in the 
numerical solution. They avoided the obvious diffi- 
culties associated with too rapid cooling by assuming 
that a minimum temperature of 104 K would be main- 
tained by the ambient radiation field of the two hot, 
luminous stars comprising the binary. Although the 
spectra of CV stars indicate the presence of an ionized 
gas, it is not certain that complete ionization of the 
entire disk can be maintained. The blue star’s ability 
to irradiate the gas with ionizing photons is unclear 
for geometrical, as well as energetic, reasons, while the 
red star could not generate such high temperatures. 
Therefore the gas is allowed to cool to a minimum 
temperature of 10 K, and only mechanical heating is 
considered. 
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III. THE NUMERICAL METHOD 

This section discusses solution of the differential 
equations (16)-(19) by difference equations in a 
cylindrical Eulerian grid. In overview the method 
utilizes a Lagrangian step, during which the changes 
and movement of the gas in each cell at the initiation 
of a time step are followed, and a mixing step, during 
which the final mass, momentum, and energy of this 
gas at the termination of the time step are distributed 
into the Eulerian cells which the gas entered. From the 
accumulated mass, momentum, and energy in each 
cell at the end of the time step, the flow variables 
<r, vr, ve, and e are directly obtainable. For stability in 
calculating the flow a time step dt is chosen such that 
the gas in any cell travels at most its own length (in r 
or 6) during the time step, roughly a Courant condi- 
tion. However, this procedure is forced by the limited 
grid resolution to regard any gas entering a cell as 
uniformly distributed through the cell, regardless of 
how far the gas actually penetrated. To avoid modify- 
ing the energy or angular momentum of the gas by this 
unphysical mixing requires applying corrections to an 
otherwise straightforward process. 

Similarly, the momentum mvr', mve' and energy me' 
are fractionally partitioned, but at this point the frac- 
tions are slightly modified to avoid altering the specific 
angular momentum or energy of the mixed gas. The 
correction factors are discussed in the next subsection. 
After the transport process has operated on every cell 
in the grid, the cumulative variables M, and E 
represent the gas at time t + dt. 

From these variables the column density and velo- 
city are directly obtained: a = M/dA, vr = Pr¡M, 
vQ = PejM. To find e (and therefore T*) requires 
inclusion of the earlier neglected radiative losses. 
Without losses 

e" = EjM, (25) 

r*" = i(é?" - - V2I2) . (26) 

The cooling rate is applied to these variables for a time 
dt to find 

T-1* _ y H«" 3asbT*"3^\ -1/3 
16Æ4<7 / 

e = if> + v2/2 + 2T* . 

(27) 

(28) 

a) The Basic Numerical Method 

Together with the flow variables, also defined in each 
cell are the invariant potential representing quantities 
if; and A, and a set of variables M, Pr, Pe, and E which 
accumulate the influx of mass, momentum, and energy 
entering a cell during a time step. Consider the 
Lagrangian step following the motion of gas of mass 
m = vdA originally in a cell at r, 0 of dimensions dr, 
dd, and area dA. Changes in the velocity and energy 
of this gas are derived from their convective derivatives 
which are numerically evaluated. These are obtained 
directly from equations (17)-(19) by transposition of 
the v-V(vr, vB, and e) terms to the left-hand side of the 
equations since 

£1 
Dt 

= |+,.v/. (22) 

Time derivatives are explicitly evaluated at time t only, 
and gradients are evaluated as differences of quantities 
in cells at r ± ¿/r and d ± dd. The radiative loss term 
in equation (19) is temporarily deleted for inclusion at 
a later phase of the calculation. 

From the difference equations quantities vr\ ve\ and 
e’ characterize the gas, still of mass m, at time t + dt, 
but with its center of mass now at f ' = f + vdt, and 
^' = 0 + v-Vi/jdt. The fraction by mass of the gas 
leaving the original cell through the boundary in r 
or 6 during the time step is 

fr = \vr’dt¡dr\ , (23) 

fe = \ve'dtlrde\ . (24) 

These fractions determine the mass of gas entering 
each of at most four influenced cells. For example, the 
mass remaining in the original cell is (1 — /r)(l — fe)m. 

Application of the radiative cooling at the end of the 
time step allows for radiation of thermal energy ac- 
quired during the time step, which can be considerable. 

b) Corrections Applied in the Mixing Step 

As explained below, if the momentum and energy 
were fractionally partitioned in the same manner used 
to distribute the mass, the mixing process would alter 
the specific energy and angular momentum (with 
respect to the blue star in the nonrotating frame of 
reference) of the artificially transported gas in a 
fashion that can seriously affect the entire flow. There- 
fore, corrections are applied such that these quantities 
are unaltered in mixing. Note that the corrections do 
not cause the energy and angular momentum to become 
conserved quantities; they are not. Rather, they allow 
variations to be generated solely by the differential 
equations, not by the unphysical mixing required by 
the Eulerian grid. 

The specific angular momentum of the gas is 

j = r(ve + cur) ; (29) 

the second term accounts for the rotating frame of 
reference. The presence of pressure terms and a second 
center of gravitational force causes the angular 
momentum with respect to the blue star to be variable. 
However, near the blue star j will be nearly constant, 
as can be verified by particle trajectory calculations. 
Since the variables e and j are dynamically the two 
most important determinants of the global flow, neither 
should be varied arbitrarily. A subscript c is used to 
designate variables in one of the cells into which gas is 
mixed from its position at r', as in the previous 
subsection. Let fc be the fraction by mass of the gas 
at r' entering cell c. In order to conserve angular 
momentum, when the momentum mv' is distributed 
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into cell c, the increment added to the cumulative 
variable Pec is 

dPec = fMr^e + ~ rc
2)]!rc. (30) 

Similarly since the potential component of the energy 
e’ varies by Ai/j = i/j' — i/jc, the nonpotential com- 
ponents must jointly change by —Aÿ. The mixed 
value of the angular velocity, vec, is already known 
from the previous correction. The energy invariance 
can be accomplished by modifying the increment to 
Prc such that 

dPrc 
- <AC - yt/iyi* 
- f - V,2I2J (31) 

Implicitly, the same factor modifying mvr' acts on the 
thermal content of the mixing gas; this has little 
effect on the energy balance since the flow is highly 
supersonic throughout the grid. The numerator in 
equation (31) can become negative when a turning 
point in radial velocity straddles r', rc; in that case the 
gas is reflected in radial velocity. 

Failure to include these corrections results in unduly 
increasing the kinetic energy of the gas mixing through 
Aip < 0 (outward in radius), and removing, not 
transferring, angular momentum from gas traveling 
inward in radius during mixing. If sufficient thermal 
energy is available to provide the kinetic energy in- 
crease the subtraction of equation (26) balances the 
spurious increase in kinetic energy at the expense of the 
gaseous thermal energy. However, the highly super- 
sonic nature of the flow is such that the erroneous 
increase in kinetic energy often produces a negative 
solution for the temperature. In that case setting the 
temperature to some minimum value compounds the 
error by adding even more energy to the gas. Calcula- 
tions of mass transfer without including either correc- 
tion indicated that nearly 60 percent of the transferred 
gas achieved sufficient velocity to escape the stellar 
Roche lobe during its first pass around the star. This 
is a consequence of the fact that the potential drop 
between Lx and initial closest approach of the gas to 
the white dwarf was nearly 40 times greater than the 
potential difference between the outer Lagrangian 
points and Thus, failure to conserve energy by 
only 2-3 percent can produce significant mass loss. 
Calculations performed with only an energy-conserv- 
ing correction applied equally to vr and ve showed that 
no mass loss occurred, and a disk rapidly formed. 
However the disk soon collapsed inside the grid’s 
inner boundary as angular momentum disappeared 
from gas flowing toward the center. The necessity of 
applying these corrections is primarily a consequence 
of the large variation in potential and radius spanned 
by the gas flow in CV stars. 

c) Zoning and Boundary Conditions 

For low-velocity flow through Ll5 unless energy is 
added or preferentially transferred to some part of the 
flow, the gas will be confined to the region bounded 
by the Roche equipotential through Therefore, a 

grid is defined which basically covers the region acces- 
sible to the gas flow. Also, particle trajectories indicate 
that the stream from Li will pass within about 0.06 
in rja from the origin for a mass ratio of 0.60 as used 
in the calculations for Z Cam (see Fig. 4 of Flannery 
1975). A typical white dwarf of 109 cm radius in a 
CV binary of 1011 cm separation is comfortably 
avoided by particle flow, but, to follow the flow, the 
grid must extend deep into the potential well surround- 
ing the white dwarf. 

An important feature of the numerical method is an 
allowance for variable cell sizes. The increment in 
radius is 0.01 in rja over most of the grid, but logarith- 
mic increments of drjr x 0.06 are employed near the 
origin to maintain high accuracy in replacing Vj/f by a 
differenced potential across neighboring cells. Small 
angular spacing, dd < Io, is used near Lx to resolve 
the influx of gas; moderate spacing, dd ^ 2°, prevails 
over most of the grid; and larger spacing, 3?6 < dO < 
36°, is necessary deep in the potential where prohibi- 
tively short time steps might result if gas entered the 
cells. The overall division of the grid is apparent in 
Figure 2 where only every other cell in r and 6 is 
plotted; the entire grid contains roughly 8000 cells 
distributed among eight zones. 

Boundary conditions are fortunately simple. Except 
near Lx where gas is injected at a thermal velocity, the 
outer boundary is a vacuum. Gas leaving the grid 
through the outer boundary is simply tabulated but 
disappears from further consideration. In the calcula- 
tions only a small amount of gas ever leaves the grid. 
While cells are defined to 0.01 in rja, very little 
angular momentum transfer occurs during the time 
the flow could be followed. Consequently no gas 
penetrated deep enough to have interacted directly 
with the white dwarf. 

d) Problems and Sources of Error 

The major uncertainty in results derived from this 
method arises from an artificial spreading induced by 
mixing gas through an entire cell when its velocity 
would have permitted only partial penetration. Con- 
current with the broadening is an artificial viscosity 
which depends on (1) the cell size, (2) the orientation of 
the velocity vector with respect to the cell boundary, 
and (3) the time step. Obviously, if cell sizes could be 
maintained small with respect to density gradients, 
the problem could be made negligible. However, in 
binary gas flow where virtually stream-vacuum inter- 
faces can occur, this is impossible. Matching of cell 
orientation with respect to streamlines minimizes the 
problem, another reason for the choice of cylindrical 
coordinates. 

The temperature determination is liable to two 
sources of error. First, it is derived from a subtraction 
of two much larger quantities. Second, the cooling 
time can be much shorter than the time step. The 
dynamic flow is not appreciably altered by either 
error since the errors are greatest where the temperature 
and density are smallest. 

Several more obvious sources of error are in fact 
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not serious. Although pressure gradients may be in 
error near stream-vacuum interfaces, the predominat- 
ing gravitational force is nowhere in error from its 
true value by more than 0.25 percent. Since the gas 
travels one cell length only in the center where 
velocities rapidly become nearly circular, use of a 
constant force during the Lagrangian step is adequate. 
Rapid equilibration of the flow reduces errors caused 
by using explicit time derivatives. Finally, the energy 
conservation correction eliminates possible introduc- 
tion of energy by the differenced force evaluation. 
Except for radiative losses and the boundary influx 
of energy, energy is conserved across the grid. 

The entire computational procedure was tested by 
directing a uniform stream against a wedge for several 
Mach numbers and inclinations of stream to wedge. 
Constant thickness was assumed, and no radiative 
losses were allowed. The oblique shocks produced 
in this problem can be found analytically by using 
the Rankine-Hugoniot jump conditions. Calculations 
performed both with and without an explicit artificial 
viscosity term produce reasonably accurate solutions. 
In both cases a shock front forms at the expected 
angle of inclination, and postshock variables match 
their expected values on average. Downstream from 
the shock the flow develops a cell structure, much 
larger than the grid cell size, across which variables 
fluctuate by 10 and 20 percent with and without the 
viscous term, respectively. The cell structure seems 
related to the “ragged” shock front which forms since 
the grid cells cannot smoothly represent the inclined 
shock. Without the viscous term a small, variable 
velocity component perpendicular to the wedge is 
present which enhances the cell structure, while the 
velocity is parallel to the wedge with the viscous term. 
The results of this test seemed satisfactory enough to 
avoid intentionally adding an explicit artificial vis- 
cosity term in the differential equations. 

IV. CALCULATIONS OF MASS TRANSFER 

This section describes the results of calculations of 
mass transfer in a binary star parametrized to resemble 
the dwarf nova Z Cam. The results should not be 
construed as a complete, exact model for gaseous flow 
in this particular system, because : first, the flow could 
only be followed for about one binary period; second, 
the ultimately derived temperature distribution cannot 
be converted simply into integrated radiation for 
observational comparisons; and third, the assump- 
tions used to derive the temperature probably produce 
factor of two accuracy at best. Nonetheless, it seemed 
advisable to model a specific, well studied star so that 
correlations with observations might be attempted. 

Z Cam is one of the few CV stars for which reliable 
estimates of system parameters are available. Spectro- 
scopically, Z Cam is a double-lined binary exhibiting 
both disk emission lines and G star absorption lines 
(Kraft et al. 1969). The photometric light curve 
displays large-scale flickering and is nonrepetitive 
from cycle to cycle. Eclipses are not visible, or are at 
best transient and partial, but the hump characteristic 

of CV stars is presented from phase 0.6P to 0.15P, 
peaking at about phase 0.87P from spectroscopic 
conjunction. In spite of an absence of eclipses, other 
considerations provide a reliable estimate of the orbital 
inclination. Robinson {1913a) suggests that the red 
and blue components have masses of 1.0 and 1.3 MG, 
respectively. An estimate of the mass transfer rate in 
Z Cam of 3 x 10"9 M0 year-1 (a lower limit) was 
made by Robinson (19736). This estimate assumes that 
the red star produces 1 solar luminosity, in accordance 
with its mass and spectral type; that the transferred 
mass liberates the entire energy made available from 
the potential drop between Li and the hot spot; and 
that the energy is liberated at the hot spot which he 
estimates to produce 25 percent as much luminosity 
as the red star. Unfortunately the lack of eclipses in 
Z Cam reduces the known information concerning its 
hot spot as compared with such systems as U Gem 
(Krzeminski 1965, Warner and Nather 1971), WZ Sge 
(Krzeminski and Smak 1971; Warner and Nather 
1972a), or VV Pup (Warner and Nather 19726). How- 
ever, the masses and luminosities of these systems are 
not nearly as well known as for Z Cam. For the calcula- 
tions the model binary used has a period of 2.5 x 104 s, 
a total mass of 2.4 M0 (with 607o in the white dwarf), 
and a separation of 1.72 x 1011 cm. 

The integrations cover a total physical time of 1.50P 
(binary orbital periods) during which three different 
mass transfer rates are used. The first period is cal- 
culated with a transfer rate of 3 x 10'8 Afoyear'1, 
followed by two quarter-periods with rates of 3 x 10"9 

and 3 x 10~7 M0 year'1. The lowest rate most closely 
corresponds with the expected behavior of Z Cam at 
minimum light, but the two higher rates were used to 
produce a more rapid density buildup than could 
otherwise be followed and to examine the effects of 
varying the rate. Results are displayed as a series of 
automatically generated contour plots of various 
physical quantities. In the plots, breaks in contours 
appear where lines cross zone boundaries, as a con- 
sequence of the variation in cell sizes. At intervals of 
0.01P or 0.02P a complete set of plots was generated 
during the integrations; only a small, representative 
sample of those can be reproduced here. The integra- 
tions required nearly 11,000 time steps, generally of 
3 s duration. Not described in the discussion of the 
numerical method, but in use during the calculation, 
is a density cutoff: cells with a column density less 
than 10"4gcm"2 are set to zero density to avoid 
wasting effort on possibly spurious regions of the 
flow. 

The outer boundary represents a flux of isothermal, 
5000 K gas traveling radially inward at the sound 
speed, 12 km s"1 (with the atomic weight of one half). 
The angular column density distribution at Lx is 
analogous to that employed to represent the z distribu- 
tion: 

°(6) = 4Li) exp {- [m - !A(L1)]/7’*} . (32) 
This implies an assumption that the red star corotates 
with the binary, as seems reasonable in such short- 
period systems. Near Lx the Roche potential increases 
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steeply with angle, relative to the thermal energy of the 
gas. Consequently, the stream is quite narrow; the 
density is reduced by a factor of 104 only 4° from 
The density distribution is scaled to produce the 
appropriate mass transfer rate. At 3 x 10”9 MQ year”1 

the column density, 30 gem”2, and the scale height 
1.5 x 109 cm, produce a mean density near Lx of 
2 x 10”8 gem“3, which is not unreasonable for the 
outer atmosphere of a dwarf G star. 

Since the flow near L± comes into equilibrium 
slowly, an initial calculation was performed which 
considered only the grid with rja > 0.2, and started 
with an empty grid. After 0.4P that region was com- 
pletely in equilibrium. The results are displayed in 
Figures 1 and 2. The position and velocity along the 
maximum density ridge closely match the correspond- 
ing particle trajectories. The broadening of the flow 
arises from pressure terms which create the initial 
spread at the boundary, and subsequent widening 
along the stream. These results serve as the starting 
point, time 0.0P, for the complete grid calculations 
which follow. 

During the next LOP the flow quickly forms a ring 
which steadily increases in density, and a “hot spot” 
forms. The results are illustrated by graphs of the flow 
after 0.07P, 0.29P, and LOP. 

After 0.07P the flow is broadly dispersed through the 
Roche lobe following passage of the gas around the 
white dwarf. Figures 3, 4, and 5 present the density, 
temperature, and velocity at this time. The central grid 
remains empty because the gas has too much angular 
momentum to penetrate close to the origin. The stream 
from Li to the white dwarf creates an important 
obstacle to the dispersed, lower-density, returning gas. 
A shock forms along the interface between the two 
parts of the flow, and a large amount of energy is 
liberated as radiation by the heated gas. As this less 
energetic gas continues to circuit the star, it is drawn 
into tighter orbit. A high temperature is apparent in 
the long shock only where the density is great enough 
to prevent virtually instantaneous cooling. 

By 0.29P a thick, dense ring has formed, as is 
apparent in Figures 6, 7, and 8. The ring density, as 
high as 50 g cm“2, is great enough to dominate the 
stream, in the sense that the stream is no longer able 
to force itself through the central regions sending gas 
into the outer Roche lobe. The gaseous interaction is 
now concentrated at the intersection of ring and stream, 
where a hot spot, with a maximum temperature of 
2 x 104 K, is evident. 

No dramatic changes occur in the flow during the 
next 0.8P; the basic transformation to a stream and 
ring structure is complete. However, interesting 
variable features occur. The location of maximum 
temperature in the spot wanders in angle between 
about 225° and 270°. Also, the outer edge of the disk 
frequently “spins off” gas at low density into the 
outer Roche lobe. Individually these features are short- 
lived since they are destroyed after being swept back 
into the higher density stream from Lx. Several of 
these low-density protrusions are visible in the detailed 
plots, Figures 7-11, representing the gas after one 

period of mass transfer at a constant rate of 3 x 10” 8 

Moyear”1. Note that away from the spot most of 
the gas has cooled to low temperatures. Contours 
inside about 0.09 in rja are confused by a large radial 
density variation. The low-density central regions are 
cut off from the outside regions by the higher density 
ring. 

After an additional quarter-period of reduced mass 
transfer at a rate close to that expected in Z Cam, the 
grid is plotted in Figures 12-18. Two differences are 
immediately apparent. First, there is a well developed 
low-density stream leaving the grid, but the stream has 
not actually acquired sufficient velocity to escape the 
Roche lobe. This stream is probably only a transient; 
it formed at 1.18P. Several similar, but less well 
developed, streams appear and die away during ad- 
justment to the lower mass transfer rate. These streams 
penetrate much farther into the Roche lobe than those 
protrusions formed at the constant transfer rate. 
Second, the hot spot, though interestingly maintaining 
nearly the same maximum temperature, definitely 
decreases in size. Aside from these changes, no altera- 
tions in the basic flow are apparent, which is to be 
expected since the stream is now merely a perturbation 
acting on the ring. 

To examine the effects of rapidly enhanced mass 
transfer, a final quarter-period of gas flow was cal- 
culated at 3 x 10”7 M© year”1; such a high rate 
might occur during outbursts if accretion heating 
produces the luminosity increase. The results at 
T.50P are plotted in Figures 19-21. While the disk still 
dominates the stream, much greater penetration of 
the disk occurs before the stream is stopped. Con- 
sequently the spot broadens and rotates farther around 
the white dwarf. The spot’s maximum temperature 
reaches 60,000 K. Low-density protrusions again 
form along the disk’s outer edge. Finally, note that 
the disk’s outer radius is increased since the stream 
feeds an appreciable amount of gas along the outer 
disk, and the spot further deflects the flow outward. 

In integrated luminosity during the first LOP the 
grid rapidly reaches a state liberating (5.6 ± 0.2) x 
1033 ergss“1. The variation about the mean is ir- 
regular, but insufficient to represent the observed 
flickering. With the mass transfer rate reduced by a 
factor of 10, the luminosity decreases by a factor of 
7 to about (8 ± 1) x 1032 ergs s”1. Further decrease 
might occur since the variability is too large at 1.25P 
to be certain that equilibrium is established. At the 
highest mass transfer rate the final luminosity is 
(5.2 ± 0.6) x 1034 ergs s“1, but, again, the luminosity 
is still quite variable at 1.50P. Note that the integrated 
grid luminosity is nearly synonymous with spot 
luminosity. As a detail, when the transfer rate is 
altered, not only is the boundary influx of mass 
changed, but, simultaneously, all column densities 
outside rja of 0.4 are appropriately rescaled. This 
process produced a density discontinuity in the stream 
from Lx which is blurred numerically as it propagates 
toward the ring. Nonetheless, the luminosity rapidly 
adjusts to the variable mass transfer rate. In decreasing 
the rate at 1.0P, 80 percent of the luminosity decrease 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

OOCVI«—lO»—Ir—ICVJCVJ 
oooooooo 

^ I I I + + + + + 
^ oooooooo 

^ XXX XX XXX 
> oooooooo 

oooooooo 

co r-4 3- 
ro *—i o 
+ + + 
G O O 

O X 
nO O 

• 00 
O 

4- 

X x 
CVJ O 
K- m 

^ OsJ 
T-* ir\ LA O 

O 
O ^ 

I I 

00 

O 

vO 

O 

4“ 

O 

cvl 

O 

O 

O 

CVJ 

O 
I 

668 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 1
.—

C
ol

um
n 

de
ns

iti
es

 0
.4

 o
rb

ita
l 

pe
rio

ds
 a

ft
er

 in
je

ct
in

g 
ga

s 
th

ro
ug

h 
L

i 
in

to
 a

n 
em

pt
y 

gr
id

. T
he

 m
as

s 
tr

an
sf

er
 r

at
e 

is 
3 

x 
10
 

8 M
©

 y
ea

r“
1
, a

nd
 t

he
 fl

ow
 is

 
no

t f
ol

lo
w

ed
 in

si
de

 r
 ja

 =
 0

.2
0.

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

co 4" 
CO ^ o 
+ + + 
o o o 

O X X X 
>0 O (VI o 

• oo h- m 
o 

4" ^ cvj 

c 
o 

CO ' 
co O- oc 

Z3 <c tu Lü 

00 

o 

vO 

o 

4“ 

o 

cvj 

o 

o 

o 

CVI 

o 
o o o o 

I 

I 
o 

I 

669 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 2
.—

V
el

oc
ity

 v
ec

to
rs

 f
or

 c
on

di
tio

ns
 a

s 
in

 F
ig

. 1
. T

he
 d

im
en

si
on

le
ss

 u
ni

t v
el

oc
ity

, 4
31

 k
m

 s 
1 9 

is 
in

di
ca

te
d 

in
 th

e 
up

pe
r 

le
ft-

ha
nd

 c
or

ne
r. 

D
ot

s 
re

pr
es

en
t t

he
 

ce
nt

er
s 

of
 c

el
ls

, b
ut

 o
nl

y 
ev

er
y 

ot
he

r 
ce

ll 
in

 r
 a

nd
 0

 is
 s

ho
w

n.
 N

o 
ve

ct
or

 is
 d

ra
w

n 
if

 a
 c

el
l i

s 
em

pt
y.

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

CO (VJ r—« G> ^ r—« C\J (\J 
OOOOOOOO 

^ I I I + + + + + 
OOOOOOOO 

^ X X X X X X X X 
> OOOOOOOO 

O O O O O O O O 

co T—i 
CO r—I O 
+ *f + 
O O O 

O X X X 
vO O (VI o 

• oo h- m 
O • • • 

4“ (VJ 
< «—» •—< r-H Jjf\ «-H Ln 

Lü 
O 
o «(vjco^mNOh-oo 
O 

O 
O 

CO hh 
CO O- oc 

O <c UJ LU 

00 

O 

sO 

O 

4" 

O 

(VJ 

O 

O 

O 

(VJ 
4- (VJ O 
O O O 

(VJ 4“ O 
I 

O O 
I I 

670 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 3
.—

C
ol

um
n 

de
ns

ity
 c

on
to

ur
s 

0.
07

P 
af

te
r 

co
nt

in
ui

ng
 th

e 
flo

w
 f

ro
m

 c
on

di
tio

ns
 a

s 
in

 F
ig

. 1
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

I CO CO 4" LfN 
O O O O O O O 

W + + + + + + + 
Z5 OOOOOOO 

X X X X X X X 
> OOOOOOO 

OOOOOOO 

CO t-h 4- 
CO *-H o 
+ -f -f 
000 
f—^ f-H *—< 

O X X X 
n£) O OJ o 

• co h- m 
o 

4- r-H CVJ 

4“ cvj O 

o o o 

CVJ 

o 
I 

4- o 
I 

o 
I 

671 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

F I
G

. 4
—

T
em

pe
ra

tu
re

 a
t 

0.
07

P.
 N

ot
e 

th
e 

lo
ng

, b
ro

ad
 s

ho
ck

 f
ro

nt
; 

th
e 

ca
us

e 
of

 th
e 

sh
oc

k 
is 

ap
pa

re
nt

 f
ro

m
 th

e 
ne

xt
 f

ig
ur

e.
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

CO «—h 
CO f"H 
+ + 
O o o 

4" 
o 

o 
>o 

X 
o 
00 

X 
Csi 

X 
o 
U\ 

cvi 

co 
uo 
<r 
£ 

o 
o 
I—• 

o- oc 
LU LU 
co o. 

cvi 
h— 

>- o 
»— ►“H O 
O 
O 
—I ZD 
LU <3: 
> I— 

O 
+ 

en 

4~ 

4- 

O 
cvi 

O 
O 

O 

cvi 

O 
I 

O 
I 

00 

O 

NO 

O 

4- 

o 

cvi 

O 

O 

O 

cvi 

O 
I 

672 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 5
.—

V
el

oc
ity

 v
ec

to
rs

 a
ft

er
 0

.0
7P

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

COCVj-xOf-H—lOsJOs! 
oooooooo 

Ui I I I + + + + + 
=3 OOOOOOOO 
—J r—« •—« r—I *—» »-H «-H «-H »—« 
<£ xxxxxxxx 
> oooooooo 

oooooooo 

CO r-4 3- 
OO o 
+ + + 
O O O 

O O 

O 

O 

cvi 

O 
I 

00 

O 

vO 

O 

cr 

O 

cvj 

O 

O 

O 

CVJ 

O 
I 

O 
I 

673 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 6
—

C
ol

um
n 

de
ns

ity
 c

on
to

ur
s 

af
te

r 
0.

28
9P

. T
he

 d
is

k 
st

re
am

 s
tr

uc
tu

re
 is

 e
vi

de
nt

. 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

^ CO CO 4" 4" 4” 
O O O O O O O 

W+ + + + + + + 
^ O O O O O O O 

<£ x x x x x x x 
> ooooooo 

o o o o o o o 

LfN »-h Osl LH »-H 

oo r-• 4” 
OO r-4 o 
+ + + 
o o o 

O X X X 
NO O CVl o 

• oo h- m 
o 

4“ r-H CVJ 

Ui 
o 
o ívJ co 4“ ir\ vo K- 

LO 
LO 
<r 

o 
o 
►—t 

O- cc 
UJ UJ 

p £> 

X) 
00 § 

vO 

«j 

ce <D w-l a 
O) 

o CN 
ÛÛ G 
'I cd 

<D S-H G 
cd 

Osl o 

I 
o 

4“ 

o 

cvi 

o 

o 

o 

(Ni 

o 
I 

cvj 

o 
I 

o 04 
o 

Ph ON 00 (N 
Ö 

cd 
(D M . 
3 S cd ^ u p (D ^ Ä cd tí »-I s « O Gl 
^ e 

I 3 
r- ^ 

o 
I 

674 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

CO r-H 4“ 
CO t-h o 
4- -f + 
o o o 
r—< r-H *-H 

O X X x 
O cvl o 

• 00 U> 
o 

4" r-H CVJ 

o 
o 

CO »-H 
co O- oc 

ZD <r Lü UJ 

4- Os/ O Osl 4“ 
O O O o 

I 
o 

I 

00 

o 

s£> 

O 

4“ 

O 

Osí 

O 

O 

O 

Osí 

o 
I 

675 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 8
.—

V
el

oc
ity

 v
ec

to
rs

 a
fte

r 
0.

28
9P

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

COOsJt-hO«—i«—»CVlCVl 
oooooooo 

I I -f + -♦- -I- 4- 
^ OOOOOOOO 
—J «“H *—H *-H «—H *-H r—H r—^ 
« xxxxxxxx 
> o o o o o o o o 

o o o o o o o o 

CO r—I cf“ 
CO r—» O 
+ + + 
o o o 
«-H »—» r—< 

O X X X 
n£> O cvi O 

• oo h- in 
o 

Os/ 

in in 

nO 

o 

cr 

o 

Osi 

o 
o 

o 
Osl 

o 
I 

CVJ 

o 

676 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
o.

 9
.—

C
ol

um
n 

de
ns

ity
 c

on
to

ur
s 

af
te

r 
1.

0P
 o

f 
m

as
s 

tr
an

sf
er

 a
t 

3 
x 

lO
'8

 A
f s
 y

ea
r'1

. 
N

ot
e 

th
e 

lo
w

-d
en

si
ty

 p
ro

tr
us

io
ns

 a
lo

ng
 t

he
 o

ut
er

 e
dg

e 
of

 th
e 

rin
g.

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

«-« CO CO 4“ 4“ Lf\ 
O O O O O O O 
+ + + + + + + 
O O O O O O O 

x x x x x x x 
> ooooooo 

o o o o o o o 

co ^ cr 
CO *—I o 
+ + + 
o o o 

O X 
NO o 

• 00 
o 

4“ 

X X 
CVi O 
h- LT\ 

^ CVJ 
IA CVi IA o 

o 

o o o 
I 

677 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

0.
—

Te
m

pe
ra

tu
re

 a
fte

r 
1.

0P
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

PO r-H 4“ 
co ^ o 

+ -h 
o o O 

O X X x 
nO O cvj o 

• OO h- U> 
o • • . 

¿r o^i 

CO 
CO 

ZD <x 
e: e: 

a 
o 
H-H 
ac 
UJ 

co a. 

nO 
cr^ 

h- o 
o 
o 

o 
+ 
ÜJ 

CO 

4" 

T 

^ ^ o 
o o o 

CVJ 

o 
I 

3“ 

o 
I 

CO 

o 

vO 

o 

¿r 

o 

cvj 

o 

o 

o 

CVJ 

o 
I 

678 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 I
L—

V
el

oc
ity

 v
ec

to
rs
 a

ft
er

 L
O

P 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

COOsJ—lOr-*r-«CVjOsJ 
O O O O O O O O 

I I I ^ + 
oooooooo 

X X X X X X X X 
oooooooo 
oooooooo 

ro »-H 4" 
en o 
+ + + 
O O O 

X 
CVJ 

X 
O 
IT\ 

CO 

O 

nO 

O 

4“ 

O 

CVJ 

O 

O 

O 

OsJ 

O 
I 

679 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

2.
—

C
ol

um
n 

de
ns

ity
 c

on
to

ur
s 

af
te

r 
1.

25
P.

 T
he

 tr
an

sf
er

 ra
te

 w
as

 re
du

ce
d 

by
 a

 fa
ct

or
 o

f t
en

 a
t 1

.0
P.

 T
he

 lo
w

-d
en

si
ty

 s
tr

ea
m

 le
av

in
g 

th
e 

gr
id

 is
 p

ro
ba

bl
y 

on
ly

 
a 

tra
ns

ie
nt

. 
It
 a

ct
ua

lly
 h

as
 in

su
ff

ic
ie

nt
 e

ne
rg

y 
to

 e
sc

ap
e 

th
e 

w
hi

te
 d

w
ar

f’
s 

R
oc

he
 lo

be
. 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

COCVI.-HO«—il—«cvjcvj 
oooooooo 

I I I -f + -»- + + 
oooooooo 

«~H *-H r-H f—« «-H «-H «—H 
xxxxxxxx 
oooooooo 
O O O O O O O O 

CO * 
CO « 
+ « 
O 
T—I 

O X 
n£> O 

• 00 
O 

cr 

4" 
O 

O O 

X 
cvj 

X 
O 
IT\ 

Osl 

>o 

O 

4" 

O 

OU 

O 
O 

O 
OU 

O 
I 

ou 

O 

680 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 1
3.

—
C

ol
um

n 
de

ns
ity

 a
ft

er
 1

.2
5P

 a
t h

ig
h 

re
so

lu
tio

n 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

Ul 
—' CO CO 4” -3" 4“ LTN 
O O O O O O O 

O O O O O O O 
T—H r-H r-H 

X X X X X x x 
o o o o o o o 
o o o o o o o 

ITN cvJ ir\ 

CO 4- 
CO r-H O 
+ + + 
000 

O X 
vO o 

• 00 
o 

4” 

uo 

X 
CVJ 

X 
o 
LA 

CVJ 

o 
o 

o 
I 

>0 

o 

4“ 

o 

CVJ 

o 

681 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

4.
—

Te
m

pe
ra

tu
re

 a
fte

r 
1.

25
P 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

CO r-< 3~ 
ro t—• o 
+ + + 
O O O 

O X X X 
vD O CVj O 

• oo m 
O • • • 

cr ^ osj 

o 
o 

CO »-« 
CO O- oc 

zo <r ui lu 

CJ o cvj 

o 

cvj 

o 

o o 
I 

682 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

5.
—

V
el

oc
ity

 a
ft

er
 1

.2
5P

 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

^ h*- oo co cr* 
o o o o o 

^ + + + + + 
^ o o o o o 
—J «—4 «—4 «—4 
^ X X X X X 
> o o o o o 

o o o o o 

co ^ 4- 
CO f-H o 
+ + + 
o o o 

O X X X 
vO O cvj o 

• co h- m 
o 

4“ ^ c\J 
—' ITN ITN —' 

UJ 
C3 
o 

O GO 

I I 

683 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

6.
—

Sc
al

e-
he

ig
ht

 c
on

to
ur

s 
af

te
r 

1.
25

P 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

h- h- OO OO 0s 

O O O O O 
UJ 
3D O O O O O 

<1 X X X X X 
> O O O O O 

O O O O O 

ro ^ 4” 
CO *—» o 
4* + + 
O O O 

O X 
O O 

• 00 
O 

cr 

X X 
cvl O 
h- U> 

*—• CVl 

«—■ U> ' l/N ' O 
O 

xO 

O 

4“ 

O 

CSJ 
cvi O OsJ O 
O O O 

I 

684 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

7.
—

Sc
al

e-
he

ig
ht

 c
on

to
ur

s 
af

te
r 

1.
25

P 
at

 h
ig

h 
re

so
lu

tio
n 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

LU i 

*-• O -H CVI CO 
O O O O O 

4*-f4' + 
O O O O O 

r-H «-H •—« *—* 
X X X X X 
O O O O O 
O O O O O 

en 4- 
CO r—• O 
+ + + 
O O O 

O X 
nO O 

• 00 
O 

^r 

X 
CsJ 
h- 

X 
O 
m 

evi 

4“ CVJ O Osl 4“ 
O O O O 

I 
O 

I 

• (N 
O 

nO 

O 

4~ 

O 

CVJ 

O 

O 

O 

CVJ 

O 
I 

685 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

8.
—

R
ad

ia
tiv

e 
em

is
si

on
 p

er
 u

ni
t s

ur
fa

ce
 a

re
a 

af
te

r 
1.

25
P 

(in
 u

ni
ts
 o

f 
10

12
 e

rg
s 

cm
" 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

CO r-^ Ct 
ro r—i o 

COCV|»-HO«-H»-<Cs|Os| 
oooooooo 

LU I I I + + + + + 
Z3 OOOOOOOO 

<r xxxxxxxx 
> oooooooo 

oooooooo 

f—I r—* r—i «-H »—H LTN «-H |XN 

LU 
o 
O 
O 

CVJ CO Ci“ ITN "O I— 00 

+ + + 
O O O 

O X X X 
vO O cvj O 

• 00 h- LA 
O • • • 

cr ' osi 

O 
O 

üO »—' 
UO Ou OC 

ID <r UÜ LU 
El HI co O- 

vO 

O 

4“ 

O 

CVJ 

OJ O CVJ o 

O O O 
I 

686 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.
 1

9.
—

C
ol

um
n 

de
ns

ity
 a

ft
er

 1
.5

0P
. T

he
 tr

an
sf

er
 r

at
e 

in
cr

ea
se

d 
to

 3
 x
 1

0“
7
 M

©
 y

ea
r 

1 a
t 

1.
25

P.
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

«-h oo oo 4“ 4" m 
o o o o o o o 

U1+ + + + + + + 
1D OOOOOOO 

<X X X X X X X X 
> OOOOOOO 

OOOOOOO 

T-H m »—• CVJ LOk 

UJ 
O 
CD 
CD 

CVj CO Cf" LT\ vO f--“ 

CO r-H 4” 
OO r-4 o 
•+■ + -H 
o o o 
r—H T-H r—h 

O X X X 
vO O OsJ o 

• oo h- tr> 
o • • • 

4“ oj 

o 
o 

UO *-h 
CO O- oc 
<i: LU LU 
El UO Q_ 

vO 

o 

4" 

o 

OsJ 

Os/ o OsJ o 

o o o 
I 

687 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 2
0.

—
Te

m
pe

ra
tu

re
 a

ft
er

 1
.5

0P
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

co »—i 4“ 
CO r—I O 
+ + + 
o o o 
r-H »-H «—I 

O X X X 
NO O cvj o 

• oo h- in 
o 

4" r—I CVl 

a 
o 

CO •—• 
co o- ac 

ZD <r lu LU 
HI HI uo Q_ 

o o o 
I 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Fi
g.

 2
1.

—
V

el
oc

ity
 a

ft
er

 1
.5

0P
 



19
7 

5A
pJ

. 
. .

20
1 

. .
66

1F
 

GAS FLOW IN CATACLYSMIC VARIABLES 689 

occurs in 0.01P, i.e., 4 minutes, while the increase in 
luminosity from 8 x 1032 ergs s-1 to 6 x 1034ergss_1 

at about 1.25P requires only 0.03P. 
A detailed numerical listing of the grid was made at 

LOP and 1.25P to examine the spot characteristics in 
detail. After one period the spot’s maximum tempera- 
ture, 22,000 K, is situated in the cell centered at rja = 
0.109, 0 = 230°. Temperatures in excess of 15,000 K 
extend in an angle from 210° to 258°, while the spot 
also extends into a few cells centered at rja =; 0.103. 
The spot’s column density of 30 g cm “2 implies that the 
hot spot is optically thick. At the reduced flow rate the 
spot moves to 0 = 242°, extending from 228° to 264° 
for temperatures greater than 15,000 K, and is entirely 
confined to cells centered at rja = 0.109. The maxi- 
mum temperature increase slightly to 23,000 K, and 
the column density is now 114 g cm-2. The higher 
density seems to be a result of a complete readjustment 
of the ring such that the high-density region has been 
able to move outward, since the stream exerts less 
pressure against the ring at the spot. The spot angles 
are only instantaneous values since wandering in phase 
persists throughout the 1.25 periods covered by the 
integrations. At the highest mass transfer rate the spot 
is broadened appreciably and reaches a maximum 
temperature of 64,000 K at r¡a = 0.096, 6 = 268°. 
The column density is 103 g cm-2. 

Overall, throughout the flow the gas remains tightly 
confined to the plane in accordance with the assump- 
tions. The largest scale height in the interior flow 
occurs at the hot spot, where the height of 5 x 108 cm 
is only 0.003 of the binary separation. 

It should be pointed out that inside the dense outer 
ring gaseous motions are not well represented by the 
numerical method once the gas nears circular motion. 
While the force is still well represented, any remaining 
radial motions are dominated by the numerical mixing 
procedure. The overall density structure represents a 
slow relaxation to circular orbits. The gas is slowly 
moving outward to the radius appropriate to its 
angular momentum. In cross section the density 
displays two slopes upward to maxima. The first 
occurs at a zone boundary at rja £ 0.109. Eventually, 
all the gas would mix out to about 0.1 in rja. 

As the spot’s size is primarily determined by the 
concentration of the stream, a final calculation was 
undertaken considering only the stream, but at much 
higher resolution to assess the affect of spreading 
caused artificially by the cell size. The density and 
velocity of the higher resolution stream are plotted in 
Figures 22 and 23. Although slightly narrowed, the 
stream is not significantly different from the lower 
resolution result. 

The flow calculations presented have not achieved a 
steady state. While the mass transfer at 3 x 10“8 Af© 
year-1 did result in a nearly constant luminosity after 
LOP, the calculation at 3 x 10“9 and 3 x 10“7 MQ 
year“1 still showed strong variability after 0.25P. If 
the flow calculations could have been extended for 
longer periods, the spot would presumably establish 
itself at the same ultimate position in each case. How- 
ever, the intervention of viscous evolution of the disk 

would certainly establish a different density distribu- 
tion in the disk which would modify the hot spot’s 
location. These results do show that the spot is rapidly 
established. 

V. COMPARISON WITH PARTICLE TRAJECTORY MODELS 

Particle trajectory calculations in the restricted 
three-body approximation provide a simple model for 
the position of the hot spot. The gas stream falling from 
Lx obtains a particular angular momentum with respect 
to the blue star (in the nonrotating frame of reference) 
which is nearly conserved as the stream initially^ 
approaches and recedes from that star. If the stream’s 
motion is approximated by a particle trajectory, both 
the stream’s path and angular momentum can be 
found; and if the gas is assumed to acquire a Keplerian 
circular orbit about the blue star at a radius appro- 
priate to its angular momentum, then the spot’s 
position is determined by the intersection of the tra- 
jectory with the circular orbit. Such models were first 
calculated by Warner and Peters (1972), and later 
corrected by Flannery (1975). After a reduction to the 
standard dimensionless variables of the restricted 
three-body problem, the parameters describing the hot 
spot’s location depend only on the relative masses of 
the stars comprising the binary (for low-velocity 
ejection at Lj). 

For a mass fraction of 0.6, appropriate to the Z Cam 
calculations, the particle model provides the following 
parameters: the spot is located at rja = 0.103, 6 = 
249°, the circular velocity for gas in the ring is Vc = 
2.31 (in the rotating frame of reference), and the energy 
difference between gas in the stream and ring at the 
spot is AE = 1.66. (The velocity and energy difference 
are expressed in dimensionless units for which the scale 
factors are wa and GMja, respectively.) After 1.25P 
at the position of maximum temperature the hydro- 
dynamic results show rja = 0.109, 6 = 242°, Vc = 
2.24, Ais = 1.48. Note that the grid’s radial resolution 
places neighboring cells at rja = 0.103 and 0.115, so 
the spot’s position is partially governed by the 
limited resolution. An additional comparison is also 
possible. In the particle model the energy release 
scales linearly with the mass transfer rate. The ratios 
of predicted energy release from the particle model 
to the total energy release throughout the grid found 
hydrodynamically are 0.73, 1.1, and 1.1 for the three 
transfer rates considered, in order of increasing mass 
transfer. 

The overall agreement between the particle model 
and the hydrodynamic calculations seems quite good 
through the short period of time covered by the cal- 
culations. This is to be expected since basically similar 
physics are employed in each calculation. The hydro- 
dynamic calculations indicate that radiative energy 
dissipation in shock fronts is a mechanism capable of 
rapidly transforming the gas into circular motion. 
Furthermore, these calculations provide a size and 
temperature for the spot, quantities not obtainable 
from particle trajectory considerations. Had sufficient, 
funds been available to extend the calculations for, say, 
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one or two orbital periods at each mass transfer rate, 
it is possible that nearly complete agreement with the 
particle model would have been obtained in every 
case. 

VI. SUMMARY AND DISCUSSION OF THE RESULTS 

In the context of a binary star mass transfer cal- 
culation, the hydrodynamic results described above 
indicate that ring formation is rapid and straight- 
forward in a system in which the transfer occurs 
without immediate interaction with the star receiving 
mass. The formation of a shock along the interface 
between the relatively more dense gas flowing from Li 
and the gas returning after circuiting the star rapidly 
drains energy from the gas via radiative cooling. The 
less energetic gas settles into a dense ring at a radius 
appropriate to its angular momentum. Within only 
one-third of an orbital period the ring is of sufficient 
density to completely impede the stream’s progress, 
and a hot spot forms at the intersection of stream and 
ring. Similar results should be expected in any system 
meeting the criteria of (1) a star small enough to inter- 
cept only a small fraction of the stream from the com- 
ponent losing mass; and (2) mass ejection at relatively 
low velocity and reasonably confined to the orbital 
plane. Prendergast and Taam’s calculation in which 
condition (1) was not satisfied indicates the difficulty 
of quick ring formation when the stream strongly 
interacts with a stellar atmosphere. In binary X-ray 
stars where condition (1) is almost certainly satisfied, 
it is likely that condition (2) is not, and a much more 
confused flow is likely. The presumably inevitable 
transformation from ring to disk cannot be followed 
by the numerical procedure used here. The works of 
Prendergast and Burbidge (1968), Lynden-Bell (1969), 
and Pringle and Rees (1972) address this topic (in a 
one-body system). The mechanism of ring dissipation 
is thought to be turbulent viscosity acting over a length 
scale of the order of or smaller than the disk thickness. 
Both the time scale for disk formation and the length 
scale for viscous interaction are incompatible with the 
scheme used here; the first is too long and the second 
too short. 

The hydrodynamic results confirm the major pro- 
posed elements of the hot-spot model. They indicate 
the rapid formation of an optically thick, relatively 
confined shock with roughly the correct temperature, 
luminosity, and location to satisfy the observed 
properties of CV stars attributed to the hot spot. 
Some additional details of the calculation suggest 
explanations for two other common features of CV 
stars. First, the relatively rapid response of the model’s 
total luminosity, most of which arises in the spot, to 
the reduced mass transfer rate indicates that a modula- 
tion in the mass transfer rate can produce flickering, 
as has been suggested in many earlier studies. The 
actual response time of 4 minutes to produce 70 percent 
light variation is longer than might actually be ex- 
pected. The spot’s radiative cooling time is only about 
30-40 s, but the density gradient is blurred by the 
numerical calculation. Second, the observed separation 

between the peaks of double emission lines indicates 
that they are formed in gas orbiting at a radius which 
fills or exceeds the white dwarf’s Roche lobe in a cir- 
cular Keplerian approximation. The double lines are 
also secularly variable in intensity and separation. For 
example, in Z Cam the Keplerian radius from the 
emission lines peaks is rja == 0.55 (Robinson 19736), 
and the line separation is variable (Kraft et al. 1969). 
Frequently the emission lines in Z Cam are not even 
resolvable as double. The hydrodynamic results 
produce individually transient, low-density gaseous 
material which spins off the disk and proceeds farther 
into the Roche lobe. The observed gas producing the 
double emission lines must be of low density or the 
spot could not form so deep inside the disk. Probably 
the observed gas is visible as a result of radiative 
heating by ionizing photons from the hot spot or white 
dwarf. The calculated gaseous excursions become 
more frequent and extend farther into the Roche lobe 
as the grid responds to the variation in mass transfer 
rate. The calculations indicate that both the flickering 
and the low-density gaseous disk are associated with a 
modulated mass transfer rate. Of course, these results 
shed no light on the source of the modulation. 

The hydrodynamic results pertaining to the spot’s 
location are in accord with particle trajectory models 
for the same mass fraction. However, the derived radius 
to the spot should be regarded as a lower limit in 
practice. If the disk were to shrink, the injection of 
angular momentum by the stream would soon re- 
establish the radius found here. But viscous develop- 
ment of the disk would cause broadening outward 
as well as inward. In fact, Krzeminski and Smak found 
the spot’s radius in WZ Sge to vary by 25 percent of a 
time scale of days. The variation of emission-line 
profiles similarly indicates a complex behavior in the 
actual stars. The discussion of Flannery (1975) points 
out that the simple spot-disk configuration of the 
particle trajectory models does not account for the 
observed phasing of eclipses and hump visibility in 
CV stars. 

The size of the spot found here, 30°, is apparently 
much larger than the values of 5°-10o indicated 
observationally. The observed spot size is deduced 
from the duration of ingress and egress during 
eclipses and from the total phase of visibility of the 
hump during an orbital period. However, the presence 
of gas, particularly outside the radius to the hot spot, 
could seriously alter interpretations based on an 
opaque, circular, sharp-edged disk. Obviously the 
ambient gas is an important source of obscuration 
since the hump does disappear for roughly half the 
period. Foreshortening of the spot during eclipse 
would produce relatively rapid eclipses. It is of course 
possible that artificial broadening of the stream is 
more important than indicated by the test case. 

The ultimate state of the stream and disk are not 
well represented by these calculations which indeed 
have not reached a steady state even under the 
approximations used here. Viscous dissipation of the 
ring will alter the disk’s appearance by inward and 
outward broadening. The disk must eventually extend 
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inward to the stellar surface. However, the stream 
from Lx plays an important role in the outer parts of 
the disk. Gas outside the spot radius must encounter 
the stream during each cycle around the star and either 
pass over it or be swept back into the dense inner disk. 
Thus there is strong reason to believe that the outer 
regions of the disk are of low density and quite variable 
in behavior. 

The thrust of the preceding discussion is that while 
the hydrodynamic calculations have confirmed the 
existence of the major elements of the hot-spot model, 
thereby accounting for the gaseous features observed 
in CV stars, the diagnostic value of the model is 
minimal in providing additional information concern- 
ing the binary system. From the spot’s location the 
mass fraction can be deduced using the particle models, 
but the observed parameters from which the location 
might be derived are variable. Knowledge of the spot’s 
luminosity and system parameters—i.e., total mass, 
binary separation, and relative stellar masses—allows 
a determination of the mass transfer rate. Here the 
model is of use provided the system parameters can 
be found. 

Finally, as regards the detailed results it must be 
emphasized that the assumptions used in performing 
the calculations were adopted for the expedient pur- 
pose of rendering feasible a difficult numerical calcula- 
tion. Their adoption has allowed for the explicit 
consideration of hydrodynamic and radiative effects 
in a, hopefully, reasonable fashion. However, the 
neglect of ionization and the assumption of iso- 
thermality and hydrostatic equilibrium in the z 
direction can certainly cause factors of two errors in 
the temperature determination. Therefore, compari- 
sons are best left on the general level of the preceding 
discussion. 

VII. CONCLUSIONS 

A numerical method for simulation of gas flow in 
binary stars has been described and applied to study 

mass transfer in a system scaled to resemble the dwarf 
nova Z Cam. The procedure reduces the problem to 
two-dimensional, time-dependent flow in a cylindrical 
Eulerian grid explicitly including gravitational and 
pressure forces and allowing for radiative cooling and 
shock formation. Unfortunately, the approximations 
required to produce a tractable problem also result in 
solutions which cannot be regarded as models for 
particular systems. Furthermore, the gas flow can only 
be followed for a short length of time, measurable in 
orbital periods, before the cost becomes prohibitive. 

Nonetheless, the calculations presented here have 
produced several general results which seem valid in 
spite of the approximations. With the inclusion of 
hydrodynamic effects it is found that ring formation 
around the star receiving mass occurs rapidly in 
systems where the transfer proceeds from low- 
velocity mass transfer confined to the orbital plane, 
and in which the star does not immediately intercept 
the gas flow. The hydrodynamic calculations also 
confirm the existence of the major elements of the 
hot-spot model proposed to account for observed 
features of CV stars at minimum light. However, the 
observed variability of the gaseous features in CV stars 
makes it difficult to apply the model results accurately 
enough to obtain additional interpretive information 
with confidence. 
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APPENDIX 

OPTICALLY THIN COOLING 

As pointed out in the text, in low-density or low-temperature regions of the gas flow, the gas will be optically 
thin through the disk. This appendix derives optically thin cooling times to show that even for optically thin 
cooling, the low-density gas considered here will probably not heat appreciably. From the integrated cooling 
function, A(X, T), of Dalgarno and McCray (1972), the emission coefficient is 

j = hh
2A(Y, T) ergs cm-3 s-1. (Al) 

The cooling function was derived for a Population I composition gas in thermodynamic equilibrium at temperature 
T, and with degree of ionization X = nelnK. With the assumption that X, as well as T, is constant with z, and with the 
density distribution of equation (11), the integrated flux through the disk can be explicitly evaluated as an integral 
of «h2 over all z, 

F = exp [—2(z/L)2]dz ergs cm 2 s 1, (A2) 
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TABLE Al 
Optically Thin Cooling 

atc (s g cm-2) x 104 

Rio 

T± X 1 2 5 10 

0.5...... 10"4 110 300 1200 3500 
0.5  0.03 2.2 6.1 24 70 
1.0  1 0.9 2.6 10 30 
2.0...... 1 0.1 0.4 1.5 4 

10.0   1 0.5 1.3 5.2 15 

where /xH and AfH are the mean atomic weight per H atom and the proton mass, respectively. In terms of the column 
density, a = p0Ltt112, the integrated loss rate is 

^ 1 cr2A(Y, T) 
F ~ FhMhHtt1'2 (T*¡A)112 ergS Cm (A3) 

From the total thermal content of the gas, 2aT*, the cooling time appropriate to equation (Al) can be evaluated. 
If A, equation (10), is approximated as GM/r3, and units of 104 K (r4), solar masses (M), 1010 cm and 
10“22 ergs cm3 s"1 (A_22) are used, then the product of column density and cooling time can be expressed as 

erte = 9 X 10 -6 [^10^]3/2 1 
M112 A_5 

s g cm' (A4) 

The resultant cooling times are tabulated in Table Al for a range of temperatures and radii. For temperatures 
greater than 104 K the cooling function is large enough that cooling times for densities greater than the cutoff 
density, 10-4 g cm“2, are in the range of 0.1-30 s. Below 104 K the cooling function depends strongly on the degree 
of ionization, which is not calculated here. Quite long cooling times are possible if the ionization falls to 10“ 4 at 
temperatures lower than about 5 x 103 K. In summary, even optically thin cooling seems efficient enough to 
prevent the gas considered in this problem from heating appreciably under the influence of purely mechanical 
heating. 
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