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ABSTRACT 

A grid of model atmospheres has been used to perform an abundance analysis of these two extreme 
Population II stars 

The abundances determined from the models confirm the general results of previous investigations, 
namely that metals are deficient by a factor of about 100 relative to average Population I abundances. 
A marginal deficiency of ^-process material relative to the average deficiency is found; the carbon de- 
ficiencies are comparable to those of the other elements and for HD 19445 the a-procesS elements are 
enhanced From the analysis it also appears that convection plays a significant role in determining the 
temperature structure of subdwarf atmospheres. 

I. INTRODUCTION 

The positions of HD 19445 and HD 140283 in the H-R diagram were discussed in 
Paper I (Strom, Cohen, and Strom 1966). Despite the large uncertainty in the ages of 
these subdwarfs brought about by their small parallaxes and the intrinsic uncertainties 
in the stellar models, it seems safe to say that both stars are extremely old (^1010 years). 
Consequently, their element abundances should provide information concerning the 
chemical abundances at the earliest stages of galactic evolution. Owing to the extreme 
weak-line character of their spectra and the hope of answering basic cosmogonical 
questions, these stars have been the object of extensive spectrophotometric investiga- 
tion. 

Previous abundance analyses of HD 19445 have been made by Chamberlain and Aller 
(1951) and Aller and Greenstein (1960). HD 14Ö283 has been analyzed by Chamberlain 
and Aller (1951), Aller and Greenstein (I960), and Baschek (1959, 1962). Only Baschek 
attempts the use of a model atmosphere in his analysis, and even in this case, owing to 
the lack of adequate photometric data, he chose the wrong parameters for his models. 
With more modern techniques for model choice and abundance analysis at our disposal, 
we can hope to improve on these previously reported results. 

In Paper I we have discussed the choice of the range of Teff for these two stars based 
on spectrum scans and H7 profiles. Before we can specify the grid of models to be used 
in the analysis, we must choose representative values for the surface gravity. If we use 
Faulkner and Iben’s (1966) evolutionary tracks as a guide, we can compute values of 
log g, given Te ff and jLq^, Since the two stars have almost identical values of these 
quantities they must have the same surface gravity if their helium content is the same. 
From the evolutionary tracks shown in Paper I we obtain log g = 4.1 ± 0.3 for the 
F = 0.10 track, and log g = 3.7 ± 0.3 for F = 0.35. 

In principle it is also possible to obtain a value of the surface gravity from the spec- 
trum scans since in the Te.u range 5000o-6000° K the size of the Baimer discontinuity 
is a measure of the surface gravity. 

Unfortunately, two effects prevent us from obtaining accurate values of surface 
gravity through measurement of the Balmer discontinuity. First, the uncertainty in the 
calibration of the primary spectrophotometric standard, Vega, amounts to approxi- 
mately 0.05 mag for X < 3650 Â. Second, the effects of departures from LTE is to re- 

623 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 



19
 6

8A
pJ

. 
. .

15
1.

 .
62

3C
 

624 JUDITH G. COHEN AND STEPHEN E. STROM 

duce the B aimer discontinuity by up to 0.10 mag depending on the choice of reaction 
rate for associative detachment of H“ (Strom 1967). With these errors in mind, we 
quote below the values of log g deduced from LTE models and from the scans of Oke 
(1965) and Melbourne (1960): 

HD 19445: log g = 4.0 ± 0.5 , 

HD 140283: log g = 3.5 ± 0.5 . 

That these values are not inconsistent with the values deduced from stellar models is 
at least mildly encouraging. 

II. CHOICE OF MODEL ATMOSPHERE 

Keeping in mind the range in values of log g discussed in § I and the Te{{ values de- 
duced in Paper I, we chose as our starting models those summarized in Table 1. 

TABLE 1 

Initial Models 
Star Model I 

HD 140283  (5500,3.7,0.01,0) 
HD 19445  (5500,4.0,0.01,0) 

TABLE 2 

Iron Abundances from Initial Models 

Star Fei Fe ii 

HD 140283 
HD 19445 

7 72 ±0 15 
7 56 ±0 20 

7 28+0 24 
7 67+0 15 

The system for designating models is (reff, log g, metal content, vt). The entry 0.01 
for metal content indicates that the values obtained by Goldberg, Müller, and Aller 
(1960; hereinafter cited as GMA values) for solar metal abundances have been divided 
by 100; vt is micro turbulent velocity. We chose vt = 0 since previous works (Aller and 
Greenstein 1960; Wallerstein 1962) suggest small values for the microturbulent velocity 
parameter. 

If our choice of reff, log g, and Vt is correct, the model should result in our predict- 
ing: (a) consistent abundances from separate ionization states of a given element; (b) no 
systematic variation of deduced abundance with lower excitation potential (if there are 
no non-LTE effects or systematic errors in the transition probabilities); and (c) no 
systematic variation of deduced abundance with line strength; such variations would 
be expected if an inappropriate value of Vt were chosen. 

In Table 2 we summarize the logarithmic abundance ratios (Fe i/H) and (Fe n/H) 
in these two stars deduced by using the above models. The results for HD 140283 sug- 
gest that a lower surface gravity or higher temperature is required in order to make the 
abundances agree for the two ionization states. 

In Figures la and 16 we plot for both stars the abundances deduced for Fe i lines as 
a function of lower excitation potential. For HD 140283, the low abundances com- 
puted for the values of x ~ 3 eV suggest that either the temperature or the amount of 
Fe i relative to Fe n computed for the models is too high where these lines are formed. 
The adjoining plot for HD 19445 shows relatively consistent abundances for all x* 

In Figures 2a and 2b we plot for both stars the calculated abundances against the ob- 
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Fig. la —Deduced abundance as a function of the lower excitation potential for Fe i lines in HD 19445 
using the model (5500, 4 0, 0 01, 1). 
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Fig. lb.—Deduced abundance as a function of the lower excitation potential for Fe i lines in HD 
140283 using the model (5500, 3 3, 0.01, 0). 
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Fig. 2a.—Deduced abundance as a function of equivalent width for Fe i lines in HD 19445 using the 
model (5500, 4.0, 0.01,1). 
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Fig. 2b.—Deduced abundance as a function of equivalent width for Fe i lines in HD 140283 using the 
model (5500, 3.3, 0.01, 0). 
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F AND G SUBDWARFS 627 

served equivalent width of the Fe i lines. In each case the strong lines predict a larger 
abundance than the weak lines. We interpret this by noting that too low a value of vt 

leads us to choose too high a value of abundance for lines that fall on the flat portion of 
the curve of growth. This suggests that vt must be increased in our next choice of model. 

In Figure 3 we see a choice of Teu = 6000° for HD 19445 leads to an overpopulation 
of the high-excitation states. Figure 4 demonstrates that microturbulent velocity vt = 
2.5 km/sec is too large for this star. In Tables 3 and 4 we present the Fe i and Fe n 
abundances computed for the indicated models. 

It is apparent that a model having (5750, 4.0, 0.01, 1-2) would best fit the HD 19445 
model, whereas for HD 140283 it is almost impossible to deduce a model that will pre- 
dict an entirely consistent behavior for the deduced abundances. The best value of log g 

-6.5 

2 
o> -7.0 o 

-7.5 

Fig. 3.—Deduced abundance for Fe i lines as a function of the lower excitation potential in HD 19445 
for a model (6000, 4.0, 0.01, 1). 

for HD 140283 would appear to be log g ~ 3.3. This seems a rather low value of surface 
gravity for a G subdwarf. 

A check on the lower limit to log g for HD 140283 can be obtained from its measured 
proper motion and radial velocity. In order that HD 140283 remain gravitationally 
bound to the Galaxy, 

log£ > S-1 • 

This follows from the observed V magnitude and the upper limit on the distance 
(luminosity) placed by the computed space velocity. In calculating the space velocity 
we have arbitrarily varied the distance, ignoring the measured parallax for HD 140283, 
Tr = 0''031. Large errors in such small parallaxes are quite common. It is therefore rea- 
sonable to assume that HD 140283 is an evolved “subdwarf.” From Iben’s tracks, an 
age of ^12 X 109 years can be deduced if log g is as low as 3.1. 

A model having (5500, 3.3, 0.01, 2-3) would provide the best compromise within the 
limits of Teff and log g set by the scans and the space velocity, respectively. However, 
the difficulties that appear in the abundance versus x plots and in determining the prop- 
er ionization equilibrium are not entirely removed with any model choice. 
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Fig. 4.—Deduced abundance as a function of equivalent width for Fe i lines in HD 19445 for a 
model (5500, 4.0, 0.01, 2.5). 

TABLE 3 

Ionization Equilibrium in HD 140283 

Element 
No 
of 

Lines 

Model I 
(5500, 3 7, 

0 01, 0) 

Model II 
(5750, 3 7, 

0 01, 0) 

Model III 
(5500, 3 3, 

0 01, 0) 

Model IV 
(5500, 3 3, 

0 01, 1) 

Model V 
(5100, 3 3, 

0 01, 0) 

Fe I 
Fe II 
Ti I 
Ti II 

75 
8 
3 

17 

-7 72 
-7 28 
-9 43 
-9 32 

-7 46 
-7 24 
-9 16 
-9 25 

-7.71 
-7 45 
-9 42 
-9.46 

-7 86 
-7 49 
-9 46 
-9 59 

-8 16 
-7.52 
-9 87 
-9 67 

TABLE 4 

Ionization Equilibrium in HD 19445 

Element 
No. 
of 

Lines 

Model I 
(5500, 4.0, 
0 01, 1.0) 

Model II 
(6000, 4 0, 
0 01, 1 0) 

Model III 
(5500, 4 0, 
0 01, 2 5) 

Fe I 
Fe IT 
Ti I 
Ti II 

69 
7 
3 

13 

-7.78 
-7 34 
-9 41 
-9.23 

-7 21 
-7 25 
-8 92 
-9 01 

-8 17 
-7 42 
-9 51 
-9.52 
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F AND G SUBDWARFS 629 

It should be noted here that for the Sun we find good agreement between the Fe i 
and Fe ii abundances by using the 1964 Utrecht model of the solar photosphere. This 
suggests that there are no serious errors in the relative values of the Fe i and Fe n/val- 
ues that we adopted from Corliss and Warner (1964) and Warner (1964). Hence we 
cannot attribute our difficulties in matching Fe i and Fe n abundances to inaccurate 
transition probabilities. Moreover, the values of reff chosen for both stars on the basis 
of the spectral lines alone would appear to be higher than those predicted from the 
continuum scans. 

Fig 5 —Comparison of Hy profiles of a solar model (5780, 4 44,1) using various line-broadening theo- 
ries and an extreme non-LTE model. We wish to thank Mr. Deane Peterson of Harvard for computing the 
semi-empirical case. 

This discrepancy is in the same direction as the disagreement between the reff values 
determined from the hydrogen profiles and the (lower) reff values deduced from the 
continuum scans as reported in Paper I. For Hy, this effect cannot be explained by 
invoking departures from LTE or errors in the line-broadening theory as can be seen 
in Figure 5. Here we plot H7 profiles computed for a set of (5780, 4.44, 1, 0) models. 
The asemi-empirical,, profile has been calculated using the suggested broadening theory 
of Edmonds, Schlüter, and Wells (1967); the “Old Griem,, profile was computed using 
the broadening theory of Griem (1960, 1962); the extreme non-LTE solar model was 
computed under the assumption that the rate of collisional destruction and creation 
of H~ (C_) is 0. These computed profiles all agree to within about 2 per cent in the wings, 
whereas the observed discrepancy is considerably greater. 

As a possible mechanism for explaining these inconsistencies, let us consider the role 
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630 JUDITH G. COHEN AND STEPHEN E. STROM 

of convection in subdwarf atmospheres. We should note here the suggestion of Krishna 
Swamy (1966) that convection plays an important role in determining the temperature 
structure of Groombridge 1830, a subdwarf having a lower Ten (^5000° K) than the 
two stars under examination here. The equation of hydrostatic equilibrium can be 
written 

dr k 

With H“ as the primary opacity source we can write 

k = ape<t>(T), (2) 

where a is the cross-section per H“ atom, pe the electron pressure, and {<¡>)T a function 
of temperature, the exact form of which follows from the H~ Saha equation. Where 
metals provide the primary source of electrons, we note that 

pe~ Ap, (3) 

with A being the metal-to-hydrogen ratio. We can now rewrite equation (1) as 

pdp (Const.) g 

dr A<I>(T) * 

Hence as A decreases, as is the case for subdwarfs, p increases at a given r. If H~ is the 
sole opacity source, the temperature-optical depth relation is independent of the hydro- 
static equilibrium equation since the pressure dependence is absorbed into the definition 
of the optical-depth variable. Moreover, the differences of radiative and adiabatic gradi- 
ents, and therefore the convective velocities, are virtually the same for solar-^4 models 
and models having A decreased by a factor of 100. Hence the convective flux must be 
higher in the subdwarf owing to the higher density. 

Therefore, we expect that, qualitatively, the temperature gradient in the subdwarf 
will be reduced compared with a Population I star owing to the increased importance 
of convective energy transport. 

In order to estimate the maximum role played by convection in influencing the line 
spectrum, we have used the models computed by Swihart and Fischel (1961), which we 
henceforth denote as “SF” models. They assume that the T-p relation is specified by 
the adiabatic law in all regions where the Schwarzschild criterion predicts convective 
instability. Such an assumption of course overestimates the influence of convection. 

We have used SF “adiabatic” models to compute H7 profiles. These profiles were then 
compared with those computed from radiative models having approximately the same 
continuum slope in the region 4000 to 6000 Â. The resulting profiles are shown in Fig- 
ure 6a. In Figure 6b we reproduce the comparison between the observed H7 profiles 
for HD 140283 and HD 19445 and two profiles predicted from radiative models having 
the indicated parameters. Comparison of Figures 6a and 6b suggests that the predic- 
tions of the SF adiabatic models would reduce the discrepancy between the observed 
and computed H7 profiles. 

Unfortunately, Swihart and Fischel do not properly calculate the behavior of T and p 
in the transition region between the regions of radiative and convective energy trans- 
port. However, Mihalas (1965) and Latham (1964) have performed more sophisticated 
treatments in which the run of physical variables in this transition region is computed. 
Regrettably, only a few such models are yet available. In Figure 7 we sketch the behavior 
of the temperature-pressure relationship as computed by Mihalas for radiative and con- 
vective models. 

The “hump” in the transition region is of some significance in discussing the N versus 
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Fig. 6a.—Hy profiles from a radiative model having Te^ — 6300° K as compared with an adiabatic 
model having reff = 7200° K computed by Swihart and Fischel (1961). Both models have approximately 
the same flux in the visual. 

Fig. 6b-—Observed Hy profiles (Aller and Greenstein 1960) for HD 19445 and HD 140283 compared 
with radiative models of the indicated parameters. 
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632 JUDITH G. COHEN AND STEPHEN E. STROM VoL 151 

X plots and the Fe i and Fe n ionization equilibrium. The Fe i lines with x == 3 are 
formed between Rosseland optical depths 0.5 and 1, as are most of the Fe n lines. The 
Fe I lines with x < 3 are formed higher up in the model. We note from Tables 3 and 4 
that the change of Fe n abundance with temperature is small, whereas 

AlogiV\ 0.1 

AT ^ TÖ0° K 

for Fe i lines. We suggest that both the Fe i lines with x = 3 and the Fe n lines are 
formed in the region of the hump of Figure 7. In the hump, T is increased and hence 
we must (a) increase the computed abundance for the Fe i, x == 3 lines, and (b) de- 
crease the computed abundance for the Fe n lines. 

It would be desirable, of course, to present detailed arguments that would allow more 
quantitative evaluations of our suggestion of the increased role of convection in sub- 
dwarfs. But unfortunately, the present status of convective-atmosphere computations 
does not permit such a discussion at this time. We are currently investigating the effects 
of convection in subdwarf atmospheres in conjunction with T. Dennis of Princeton 
University. 

Fig. 7.—Comparison of radiative and convective temperature structures for the same reff after 
Mihalas (1965). 

The arguments presented above suggest that the difference in temperature between 
radiative and convective models appropriate to HD 140283 may be as large as 250° K 
near optical depth r = 1. We have therefore chosen to compute the abundances from 
two radiative models: Model VI (5500, 3.7, 0.01, 1) and Model II (5750, 3.7, 0.01, 0). 
Model VI is most likely correct in the outer layers, while Model II adequately repre- 
sents the deeper layers of the line-forming region. 

Although our analysis indicates 2 < vt < 3 km/sec for HD 140283 and 1 < vt < 2 
km/sec for HD 19445, uncertainties in our temperature structure may affect our choice 
of vt. Despite these uncertainties, we feel sure that z;* > 0 for both stars. The values 
of micro turbulent velocity ^ ^ 0 deduced in previous work may result from the as- 
sumption implicit in differential curve-of-growth analyses, namely, that the tempera- 
ture structure of the subdwarf is identical to that of the Sun. This is certainly not the 
case, since the line and bound-free metal opacities are significantly more important in 
the Sun. 

III. TECHNIQUE OF ABUNDANCE DETERMINATIONS 

In computing the abundances of all elements the method described by Strom, Gin- 
gerich, and Strom (1966) was used. Their procedure makes use of model atmospheres 
to compute the line opacity and source function as a function of optical depth for a 
given trial abundance. The line profile and equivalent width are then computed, and 
the equivalent width is compared with the observed value. The abundance is varied 
until a match between observed and calculated equivalent widths is achieved. 
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No. 2, 1968 F AND G SUBDWARFS 633 

In our analysis of both stars we used the equivalent widths of Aller and Greenstein 
(1960). The lowest dispersions used in their work were 10 Â/mm, and their spectra, 
we feel, represent the best available equivalent-width measurements for subdwarfs. The 
results of our analysis are summarized in Table 5, in which we give for our choice of 
“best” model atmospheres the values of log (Nei/Nwei) and the standard deviation in 
the mean of that abundance determination. By presenting the abundances relative to 

TABLE 5 

HD 140283 AND HD 19445 Abundances 

HD 140283 

Element 

Fe 1 
Fe II 

Ti I 
Ti II 

Cr I . 
Cr II 
Ca I 
Ca II 
Ni I 
Mg I 
Co I 
Si I 
Al I 
Mn I 
Sc II 
Zr II 
La II 
Y II 
Ba II . 
Corliss-Bozman gf 

values: 
Sr II 

Bates-Damgaard gf 

Sr II . . . 
Fe I (log Yre,/Ah) 

C (CH bands) 

Model VI 

0 0 
+0 74+0 24 

-1 40 ± 45 
-1 37+ .12 

-1 36 + 
-0 19 
-0 12 + 
+0 70 
-0 31 + 
+1 54 + 
-1 95 
+ 1 19 
-1 42 + 
-1 74 + 
-3 36 + 
-3 25 
-2 63 
-4 22 + 
-5 15 

3 15 

37 

4 15 
1 93+ 3 
8 10+0 15 

Model II 

0 0 
+0 22+0 23 

No 
Lines 

-1 70 + 
-1 79 + 

-1 48 + 
-0 71 
-0 30 + 
+0 21 
-0 87 + 
+ 1 16 + 
-1 87 
+ 1 06 
-0 85 + 
-1 
-3 
-3 
-3 
-4 
-5 

79 + 
79 + 
60 
04 
56 + 
51 

41 
11 

07 

36 

11 
30 

35 

3 25+ 14 

■4 25+ 27 
■1 45+ 3 
•7 46+0 16 

75 
7 

3 
17 

3 
1 
4\ 
If 
5 
5 
1 
1 
2 
2 
2 
1 
1 
2 
1 

2 

75 

HD 19445 

Model I 

0 0 
+0 44 + 0 10 

-1 63+ 10 
-1 45+ 11 

-1 36+ 30 
-0 90 
-0 06+ 12 
-1 70 + 
+ 1 49 + 
-1 
+ 1 

21 
52 

80 
46 
15 

-0 49 + 
— 1 36 + 
-3 39 + 

•4 57 

-2 79+ 13 

3 74+ 05 
■2 55 
■7 78+0 20 

Model II 

0 0 
-0 04+0 10 

-1 71+ 01 
-1 80+ 12 

— 1 36 + 
-1 47 

-1 32 + 
+1 64 + 
-1 04 
+1 50 
-0 28 + 
-1 31 + 
-3 69 + 

30 

-0 30+ 14 

-4 76 

-2 96+ 08 

-3 95+ 04 

-7 21+0 lè 

No 
Lines 

69\ 
7f 

3\ 
13/ 

2\ 
1/ 
7 
4 
4 
1 
1 
2 
2 
2 

2 

69 

GMA 

0 0 

1 89 

-1 21 

-0 42 
-1 06 
+0 83 
-1 93 
+0 93 
-0 37 
-1 
-3 
-4 34 
-5 
-4 
-4 

67 
75 

17 
17 
47 

3 97 

-3 97 
0 0* 

-5 43 

* For carbon, the abundances for each model are log (N^/Nq) 

Fe I, we minimize the effect of the uncertainty of our determination of micro turbulent 
velocity. We note that a change of 1 km/sec in vt introduces a maximum change of 0.4 
in the absolute abundance of Fe i, but only about 0.2 in the relative abundances of most 
elements. Larger changes in the relative abundance may occur for elements whose lines 
all lie near the weak-line portion of the curve of growth. 

We should note that the zirconium and lanthanum abundances are each deduced 
from only one weak and possibly blended line. It is quite probable that the abundances 
we deduce for these important ^-process elements are spurious. 

The carbon abundances were computed using lines arising from the (0,0) CH band 
in the following way. We first computed the number density of the CH molecule, Wen, 
as a function of optical depth for each of our model atmospheres. The method and 
numerical constants used for computing Wen have been described by Dolan (1965). 
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634 JUDITH G. COHEN AND STEPHEN E. STROM Vol. 151 

His computer program, kindly loaned to us, computes simultaneously the number 
density of fifty-nine molecules, given the relative abundances of the major atmospheric 
constituents. We next determine the fraction of all CH molecules in each rotational level 
by using molecular constants for CH tabulated by Herzberg (1950) and Gero (1941). 
The transition probabilities Sk as a function of K (the rotational quantum number) 
were obtained from Schadee (1964), who assumed both levels correspond to Hund’s 
case which is valid for high-rotational quantum numbers. The value of feifoo, the prod- 
uct of electronic and vibrational transition probabilities, was chosen to be 10~3. Since 
all the lines arising from CH are weak, the value of /ei/oo enters linearly into the abun- 
dance determination, and unfortunately, it is entirely possible that this value is in error 

l°gTR 

Fig. 8.—Number density of CH molecules plotted against Rosseland optical depth for the indicated 
model atmosphere. The program of Dolan (1965) was used in the computations. 

by as much as a factor of 5. Moore and Broida’s (1959) tables were used to identify the 
K values for each observed line. We then computed the line-absorption coefficient 

Kv 
l VU)*2 

me 
felfoQ 

SK H(a,v) 
2K + 1 Avd 

N(o,o,K)(l-e-’"''kT) 

as a function of optical depth. Here, K is the rotational quantum number; H(a,v), in 
the usual notation, is the Voigt function; Avd is the Doppler width; and N(^k) is the 
number of molecules in the Kth rotational state per gram of stellar material. At tem- 
peratures near 5500° K, iVcn is strongly dependent on temperature. In fact, a change 
of 500° K changes Nch by a factor of 5. Thus the choice of Tef{ for the star will signifi- 
cantly affect the deduced carbon abundance. Aller and Greenstein (1960) obtained a 
carbon abundance a factor of 103 less than the solar value, that is, a factor of 10 less than 
the iron-abundance deficiency for both these stars. However, they chose temperatures 
of 4500° K for HD 19445 and 4230° K for HD 140283 as representative of the layers 
in which the CH lines were formed. In Figure 8 we plot Nch against optical depth for 
a (5500, 3.7, 0.01) model, and we find that A^ch peaks sharply at r ^ 0.1, which corre- 
sponds to T~ 5000° K. If, as is done in Aller and Greenstein, a single-layer approxi- 
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F AND G SUBDWARFS 635 No. 2, 1968 

mation is used, one should therefore choose a temperature of about 5000° K. Since 
Aller and Greenstein chose too low a value of T, they obtained too high a value of Ach 
and thus predicted too small a carbon abundance. Danziger (1966) has found deficiencies 
in the carbon abundance as deduced from curve-of-growth analyses of CH lines in f1 Ret 
and 7 Pav. He assumes that the temperature of CH line formation corresponds to the 
boundary temperature. Thus his carbon abundances may be too low for the same rea- 
son as we found for Aller and Greenstein’s work on HD 19445 and HD 140283. 

As a further check on the molecular parameters used in our analysis we have com- 
puted the abundance of carbon in the Sun using the observed strengths of the (0,0) 
band CH lines taken from Hunaerts (1947). The Utrecht reference model (Heintze, 
Hubenet, and de Jager 1964) was used as the model solar atmosphere. We obtained 
log Nc/Nh = —3.06, which compares with log A7c/Ah = —3.28 obtained from the 
C i lines. We consider this agreement entirely satisfactory. The only comment we are 
able to make, given the observational uncertainties, is that the carbon deficiency is prob- 
ably not different from the element deficiencies for the other constituents. Our conclu- 
sions agree with Baschek’s (1962) for HD 140283. However, his result is based on a 
model for which is probably too high and hence does not represent independent 

TABLE 6 

Average Abundances for Processes of Nucleosynthesis 

LOG N*/NO 

HD 140283 

Model I Model II 

HD 19445 

Model I Model II 

a-process 
e-process 
5-process 
Sr, Y, Ba only 

-2 09 
-2 20 
-2 64 
-2 74 

-1 84 
-1 99 
-2 48 
-2 60 

-1.82 
-2.26 
-2 26 
-2 29 

-1 28 
-1 75 
-1 81 
-1 92 

confirmation of our results. We also note that the deduced carbon abundance is much 
more accurate for this star, since more CH lines are observed in this, the cooler of the 
two subdwarfs; only one of the nine CH lines or blends observed by Aller and Green- 
stein (I960) in HD 19445 was suitable for analysis, and it was a blend of two compo- 
nents (Qid and Q2d for K = 22). Five lines were used for HD 140283, one of which 
was a blend. 

For Sr n and Ba ii, the Bates-Damgaard transition probabilities were used in pref- 
erence to the Corliss-Bozman (1962) experimental determinations, which appear to be 
too low by as much as a factor of 8 (see Gars tang and Hill 1966). 

Nickel presents further problems, in that the absolute calibration of the transition 
probabilities used by us (those of Corliss 1965) differs greatly from those used in the 
GMA study. In view of these more recent g/-value determinations we have reduced 
the GMA nickel abundance by 0.4 in the log. The problem of the solar nickel abundance 
has also been discussed recently by Cowley (1966), who arrives at similar conclusions. 

Since the GMA study did not include lanthanum and yttrium, we have used as 
“standard” the abundances given in Allen (1963). 

IV. BRIEF DISCUSSION OF RESULTS 

If we ignore the highly uncertain zirconium- and lanthanum-abundance determina- 
tions, we note a general trend in HD 140283 for elements formed by slow neutron cap- 
ture, strontium, yttrium, and barium, to be deficient relative to the e-process elements. 
To support this impression, we present in Table 6 the average deficiency compared to 
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solar abundances for the a-process, e-process, and light and heavy 5-process elements. 
In HD 19445, only the a-process elements appear to be enhanced. However, it might 
conceivably be argued from our data that within the uncertainties of each abundance 
determination there is no difference in the relative abundances of the elements. 

Moreover, we note that the abundance deduced from Mn is normal for both stars in 
contradiction to Wallerstein’s (1962) results for his subdwarfs. Danziger (1966) and 
Aller and Greenstein (1960) also do not find excessive Mn deficiencies. 

Perhaps the most significant result of this analysis is the reconfirmation of the exist- 
ence of element deficiencies amounting to factors of 40 and 200 in two very old members 
of the Galaxy. 

Part of this research was supported by contract NGR 22-024-001 from the National 
Aeronautics and Space Administration. 
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